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Abstract

Data fusion is a prevalent technique for assembling
imperfect raw data coming from multiple sources
to capture reliable and accurate information.
Dempster-Shafer evidence theory is one of
useful methodologies in the fusion of uncertain
multisource information. The existing literature
lacks a thorough and comprehensive review of
the recent advances of Dempster-Shafer evidence
theory for data fusion. Therefore, the state of the
art has to be surveyed to gain insight into how
Dempster-Shafer evidence theory is beneficial for
data fusion and how it evolved over time. In this
paper, we first provide a comprehensive review of
data fusion methods based on Dempster—Shafer
evidence theory and its extensions, collectively
referred to as classical evidence theory, from
three aspects of uncertainty modeling, fusion, and
decision making. Next, we study and explore
complex evidence theory for data fusion in
both closed world and open world contexts
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that benefits from the frame of complex plane
modelling. We then present classical and complex
evidence theory framework-based multisource data
fusion algorithms, which are applied to pattern
classification to compare and demonstrate their
applicability. The research results indicate that the
complex evidence theory framework can enhance
the capabilities of uncertainty modeling and
reasoning by generating constructive interference
through the fusion of appropriate complex basic
belief assignment functions modeled by complex
numbers. Through analysis and comparison, we
finally propose several challenges and identify open
future research directions in evidence theory-based
data fusion.

Keywords: multisource data fusion, Dempster-Shafer
evidence theory, complex evidence theory, quantum
theory, uncertainty modeling,
management, belief function, decision making, pattern
classification.

evidence conflict

1 Introduction

With the development of the information age, large
amounts of data are being generated, gathered and
disposed. Interfering based on solely on single source
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is no longer sufficient. Data fusion, also known as
multisource data fusion, is a necessary technique to
assemble various kinds of data from multiple sources
to capture reliable and accurate information [1-4].
Nevertheless, uncertain, imprecise, imbalance, and
incomplete or even false data are inevitable on account
of the impacts of the environment and the complexity
of the goals [5-7]. Such kinds of problems increase
difficult to multisource data fusion. To improve
the performance of the fusion system, various data
fusion methods have been presented [8, 9], and
applied in a wide variety of areas [10-14], including
artificial intelligence, target tracking and recognition,
smart engineering management, IoI' systems, financial
systems, medical diagnosis, and so on [15-17].

Existing works provide an overview of the effort
related to data fusion from different perspectives.
Some papers [18, 19] investigate data fusion in
smart Internet of Things (Iol'). Some papers [20]
investigate multisensor data fusion techniques. A
comprehensive survey on data fusion in remote
sensing is presented in [21]. Some papers [22]
investigate data fusion in machine learning. A survey
in [23] presents mobile agent itinerary planning for
information fusion in wireless sensor networks. A
survey on information fusion for edge intelligence
is presented in [24]. A recently published survey
conducts a comprehensive statistical analysis of the
current theoretical and application achievements of
multisource information fusion [25]. Dempster—Shafer
evidence theory (DSET) [26, 27] is one of useful
methodologies in the fusion of uncertain multi-source
information [28]. To the best of our knowledge,
although researchers have conducted reviews and
surveys of data fusion from different perspectives, no
attempt has been made to provide a comprehensive
overview on the DSET for data fusion by carefully
analyzing the abovementioned data fusion literature.

Therefore, in this paper, a comprehensive and
systematic survey on data fusion in DSET is conducted.
We first review the basic concepts and knowledge of
classical DSET, then study the axioms of Dempster’s
rule of combination and the characteristics of DSET
that are desirable for data fusion. Whereafter, we
review classical DSET and its extensions, collectively
referred to as classical evidence theory, for data
fusion from three aspects of uncertainty modeling,
fusion, and decision making. Next, we explore
complex evidence theory for data fusion in both closed
world and open world contexts that benefits from
the frame of complex plane modelling. After that,

we present classical and complex evidence theory
framework-based multisource data fusion algorithms.
These algorithms are applied to pattern classification
to demonstrate their applicability through comparison
with other related well-known methods. Finally, we
discuss challenges and open directions for future
research. The objectives of this work are to: 1)
offer a general and synthetic review of classical and
complex evidence theories; 2) provide a profound
analysis and discussion of existing work in classical
and complex evidence theory framework-based data
fusion domains; and 3) identify remaining challenges
and open directions for future research in this field.

The paper is organized as follows. Section 2 reviews
classical DSET and its typical generalized theories. In
Section 3, we analyze classical evidence theory for data
fusion. In Section 4, we study and explore complex
evidence theory for data fusion in both closed and open
world contexts. In Section 5, classical and complex
evidence theory framework-based multisource data
fusion algorithms are presented. In Section 6, several
challenges and open future research directions are
discussed. Finally, Section 7 concludes this work.

2 Review of Classical DSET and Its
Generalized Theories
In this section, we first review the basic

concepts, knowledge and limitations of classical
Dempster-Shafer evidence theory (DSET). Next,
we review two typical generalizations of DSET,
namely, DSmT: Dezert-Smarandache Theory, and
GET: generalized evidence theory. In addition, we
analyze the characteristics of the classical DSET and
its generalized theories, then assess their differences.

2.1 DSET: Dempster—Shafer Evidence Theory [26,
27]

2.1.1 Basic Concepts and Knowledge of Classical DSET

The classical DSET, also called the theory of belief
functions, was first presented by Dempster [26] and
later developed by Shafer [27]. As a generalization
of Bayesian probability theory, DSET is more flexible
and effective to express and process uncertainty [29—
31], which is applied in many fields, such as
evidential reasoning [32-34], belief rule-base expert
system [35-39], fault diagnosis [40, 41], software risk
evaluation [42], and other aspects [43, 44]. The main
concepts of DSET are introduced below [26, 27].

Definition 1 (Frame of discernment). Let ¢; be an
arbitrary nonempty event. A frame of discernment
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(FOD), denoted as ®, is defined as:
(p:{¢17"'7¢i7"'7¢97“‘

where Vi, g = {1,...,n}, ¢; and ¢,
nonempty events and ¢; N ¢4 = 0.

s nt, )

are two arbitrary

Definition 2 (Power set). Let 2% be the power set of @,
denoted as:

2% = {@, {¢)1}7 {¢2}v SRR {‘bn}v {¢)17¢2}7 s {¢17 P2, ... (2)

where () is an empty set.

Definition 3 (Hypothesis or proposition). Vip; € 2%, 1;
is defined as a hypothesis or proposition.

Definition 4 (Mass function in DSET). In FOD @, a
mass function m is defined as a mapping;:

m:2% —=1[0,1],

3)
satisfying the following:

m@® =0 and > m(y;) =1, (4)

P; CP

where m is also called a basic belief assignment (BBA).

Definition 5 (Focal element in DSET). Let m be a BBA
defined in Definition 4. Vi; C ®, if m(v;) > 0, ¢; is
defined as a focal element.

Definition 6 (Belief function). A belief function Bel,

mapping from 2% to [0, 1], is defined by
Bel(y;) = > m(v).

e Copjlv;e2?®
Definition 7 (Plausibility function). A plausibility
function PI, mapping from 2% to [0, 1], is defined by
Pl(y;) = > m(¢r) =1 — Bel(¥;),  (6)

YN £, €2

where ¢; = & — ;.

Clearly, Vv; € 22 Pi(vj) > Bel(1j), where Bel(v;)

and PI(1);) are the lower and upper limit functions to
support 1}, respectively.

(5)

Definition 8 (Dempster’s rule of combination). Let my
and my be two independent BBAs in FOD ¢ with
propositions 1,1, C @, respectively. Dempster’s
rule of combination (DRC), represented in the form
m1 @ mo, is defined by

{l_lK > ma@)ma(¥n), %y #0,
YreNYp=1;

0, ¥ = ®7
)

m1 @ ma(Y;) =

with

K = Z m1(Yr)ma(n), (8)
PENYp=0
where K is the conflict coefficient between m; and

ma [45]
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Note that Eq. (7) is feasible under the condition K < 1.

2.1.2 Axioms and Characteristics

Notably, DRC is conducive to data fusion since it has a
set of attractive axioms that are illustrated below [46]:

Axiom A1l: Compositionality.
b, m1 ®ma(v;) is a function of only v, m1, and my.
Axiom A2: Commutativity.

m1 D mg = ma D ma.
Axiom A3: Associativity.

(m1 @ ma) ®mz =my & (ma & mg).
Axiom A4: Conditioning.

If ma(¢pp) = 1, then
> ma(y; Uih),

b Cp
0, otherwise.

for all ¢; C ¢,
m1 @ ma(y;) = {

9)
Axiom A5: Internal Symmetry.

Let {601,02,...,0;,...,002} be an arbitrary
permutation of hypothesis {1, v2,...,%;,...,
19a }. Consider BBAs m; and m; (t = 1,2):

my =[me (Y1), mi(¥2), me(Pr, 2), me(¢s), . . .,

mt(i/il,w% e 7'¢2¢)];
iy :[mt(gl)vmt(QQ)amt(elv 92)7mt(93)7 ceey
(01,62, ...,050)].

Then, mi ® mo = m1 ® rhe.
Axiom A6: Autofunctionality.

ForV0; € ® and 0; # ®, m1 ©m2(0;) does not rely
on my(6y) for all 6, C 6;.

By analyzing the above definitions and axioms,
the characteristics of the classical DSET can be
summarized as follows:

C1: BBA m in DSET has the ability to model partial or
complete ignorance.

C2: Compared to the Bayesian decision model, the
belief function does not need experts to offer prior

probabilities.

C3: DRC satisfies the associative law and commutative
law and provides flexible and facilitating
reasoning to handle uncertainty in the fusion of

multisource data.
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C4: The belief interval [Bel(v;), Pl(1;)] in DSET
provides upper and lower probabilities by means
of a belief function and plausibility function.

Consequently, as a form of nonprior generalization of
Bayesian inference, DSET offers a general framework
to support decision making through reasoning under
uncertainty.

2.1.3 Restraints in DSET

DSET provides a mass function to express uncertainty
quantitatively, and DRC for reasoning to ensure
fusion. Specifically, the aim of Dempster’s rule of
combination is to aggregate and combine information
modeled in mass functions or BBAs into a distinct
function. Although DSET has many advantages that
are desirable for data fusion, it suffers the following
restraints that limit its application:

R1: Restraint on the frame of discernment. In terms
of the FOD of DSET, the elements are assumed
to be exhaustive and exclusive. However, for a
variety of fusion problems, the internal essence
of hypotheses may be vague and imprecise, so
the elements in the FOD may overlap. On the
other hand, for dynamic fusion problems, the
number of elements in the FOD changes over
time, accompanied by the amendment of available
knowledge. Hence, relaxing these assumptions
by taking into account nonexclusivity among
elements, as well as the evolution of element
quantity in the FOD, is a key issue in data fusion
to describe the problems in actual applications
more realistically.

R2: Constraint on independent evidence fusion. In
DSET, when using DRC, the evidence to be
fused assumed to be independent; however,
dependency among evidence is ubiquitous in
practical applications. How to overcome this
limitation to make the combination rule able to
handle uncertainty is another key issue in data

fusion.

R3: Counterintuitive result when fusing conflicting
evidence. Because the BBAs are generated
based on uncertain input variables modeled in
a variety of forms from different sources, conflicts
among multiple sources may exist due to the
impacts of subjective and objective uncertainties.
Nevertheless, counterintuitive results occur when
fusing highly conflicting evidence through DRC.
How to manage conflicting evidence to improve
the fusion quality with a high decision level is

another key issue in data fusion.

Thus far, several studies have contributed solutions to
the abovementioned issues; however, no consensus
has been reached about what the best approach is
for the restraint relaxation of the FOD, dependent
evidence fusion, and conflict management. Next,
we survey two typical generalization frameworks of
DSET that were presented to address these issues,
namely, DSmT: Dezert-Smarandache Theory [47], and
GET: generalized evidence theory [48]. The main
concepts of these frameworks will be introduced
below. In addition, a corresponding analysis of their
characteristics, compared with those of classical DSET,
will be presented.

2.2 DSmT: Dezert-Smarandache theory [47]

Definition 9 (Frame). Let ® = {¢1,...,¢;,..., ¢} be
a finite set of n exhaustive elements called a frame. If ®
is congenitally not closed, namely, it is an open world
or frame, ¢,, 11 can always be included in ¢ as a new
closed world or frame: {¢1,..., ¢, ..., On, Pni1}-

In contrast to classical DSET, there are constraints on
¢j and ® in DSmT other than exhaustivity. Therefore,
the frame of DSmT releases the restraints where the
events must be exclusive and constant in the FOD of
DSET. As a result, DSmT offers a more realistic and
flexible structure of the frame model.

Definition 10 (Hyper-power set). The hyper-power set
of @ is denoted as

D® 2 (®,U,N), (10)

where the hyper-power set D? is defined as the set
of all subsets from ® with union and intersection
operators, i.e., U and N, such that:

.@7¢17"')¢HED¢;
o If o,y € D?, then v, Ny, € D?® and Y Uy, €
Dq’;

e No other elements belong to D?® except those
obtained through rules (1) and (2).

Remarkably, given a finite frame @, D?® has the
following characteristics:

e When |D?®| > |2%|, D? is called the hyper-power
set of P.

e When all the elements of ¢ are known (or are
assumed) to be truly exclusive, D?® becomes the
classical power set 2°%.
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Definition 11 (Super-power set). The super-power set

of ® is denoted as
ST & [@,u,n, ()], (11)

where the super-power set S? is defined as the set
of all subsets from ® with union, intersection and
complementation operators, i.e., U, N, and ¢(-), such
that:

L ®7¢17"'7¢n65¢;

o If )y, Yy € Sq), then ¢ Ny, € S® and Y Uy, €
S?;

o If ¢, € S®, then ¢(.) € S%;

e No other elements belong to S? except those
obtained through rules (1), (2) and (3).

Definition 12 (Mass function in DSmT). In frame @, a
mass function m in DSmT is defined as a mapping:

m:G® = 0,1], (12)
satisfying the following properties:
m@) =0 and > m(y;) =1, (13)

V€GP

where G? is a fusion space, which may be 2%, D?® or
S?®, in accordance with the model selection for .

Note that m is also called a generalized basic belief
assignment (GBBA).

Comparison of Definition 4 with Definition 12
indicates that compared to the classical BBA in DSET,
m in DSmT has the following interpretations and
properties:

e In DSmT, m can be modeled in the power set
2%, hyper-power set D?, and super-power set S,
while in DSET, m can be modeled only in the
power set 2°%.

e When G® = 2%, where all the elements in 2% are
known and exclusive, GBBA m in DSmT reduces
to the classical BBA in DSET.

Definition 13 (Generalized belief function in DSmT). A
generalized belief function G Bel in DSmT, mapping
from G?® to [0, 1], is defined by

>

e CYjlv; €GP

GBel(y;) = m(x).

(14)
Definition 14 (Generalized plausibility function in
DSmT). A generalized plausibility function GPI in
DSmT, mapping from G? to [0, 1], is defined by

>

YeNY;#0|Y;,p €GP

GPI(y;) = m(r). (15)
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Clearly, Vi, € G®, GPIl(v;) > GBel(y;), where
GBel(1;) and GPl(1);) are the lower and upper limit
functions of v;, respectively.

In DSmT, several proportional conflict redistribution
(PCR) rules are presented for data fusion. The idea
behind the PCR fusion rules is to proportionally
shift total or partial conflict masses to nonempty
sets involved in the conflicts in regard to the masses
allocated by sources [49]. In particular, as discussed
in [49], PCR5, which takes the conjunctive normal
form of partial conflict into consideration, is regarded
as the most mathematical and effective PCR fusion
rule. Thus, we introduce the basic concept of PCR5
below.

Definition 15 (PCR5 rule) [49]. Let m; and ma be two
GBBAs in frame ®. The PCR5 rule in DSmT is defined
by:
m1 © ma(v;) =
ma(;)+

my ()2 ma (Yy)
m1 () +ma ()

ma (¥;)2my (¥i) ] _
;NP =0 [ + ma(h;)+m1 () | v # 0,
=

P A0
0, ;=10 1)
16

with
mn(¥;) =

>

YpNYp=1;
where 1}, ¥y, V1 € G2.

Notably, in contrast to the classical DRC, the PCR5
rule is quasi-associative and maintains the neutral
influence of vacuous belief assignment. This is because
the conjunctive normal form of each partial conflict
does not cover ®, as ® is a neutral element for conflict.
Therefore, no mass is assigned to ® after redistributing
the conflict mass.

ma (Yn)me(Yr), (17)

In summary, the generalized DSmT inherits the
merits of classical DSET and has its own attractive
characteristics, as follows [47]:

C1: The frame ® in DSmT relaxes the assumptions on
the FOD in DSET, except for the exhaustivity of ®.
Specifically, the frame ® in DSmT also contains the
elements with conjunctions and/or disjunctions
and negations/complements of pure hypotheses.

C2: GBBA m in DSmT is capable of expressing partial
or complete ignorance with not only the power

set, but also the hyper- and super-power sets.

C3: The generalized belief function in DSmT also does
not need experts to provide prior probabilities, in

contrast to the Bayesian decision model.
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C4: DSmT affords better fusion rule of PCR5, which
can effectively cope with conflicting evidence
compared to the classical DRC in DSET.

The generalized belief interval [GBel(v);),
GPl(¢;)] in DSmT also provides upper and
lower probabilities. In addition, DSmT presents a
method to work with imprecise quantitative or
qualitative information without the limitation of
interval-valued belief structures.

C5:

2.3 GET: Generalized Evidence Theory [48]

Definition 16 (Mass function in GET). In the FOD @, a
mass function m in GET is defined as a mapping:

m: 2% = [0,1], (18)

satisfying:
Z m(y;) = 1, (19)

Y c2®

in which m is also called a GBBA.

Definition 17 (Focal element in GET). Let m be a GBBA
defined in Definition 16. V4; € 2%, if m(v;) > 0, 1); is
defined as a focal element.

Definition 18 (Generalized belief function in GET). A
generalized belief function GBel in GET, mapping
from 2% to [0, 1], is defined by

>

hp Copjlv;€2®

GBel(0) = m(0).

GBel(y;) = m(tr),

(20)

Definition 19 (Generalized plausibility function in GET).
A generalized plausibility function GPl in GET,
mapping from 2% to [0, 1], is defined by

>

YN #D|j P €2
GPL(0) = m(0).

GPI(y;) = m(Yk),

(21)

Definition 20 (Generalized combination rule in GET).
Let m; and ma be two independent GBBAs with
propositions 1,1, € 2%, respectively, defined in
Definition 16. The generalized combination rule
(GCR), represented in the form m; & my, is defined as
follows:

[1—m1®ma2(0)] > my (Y )ma ()

Y NYp=1;
M1 ® ma(1;) = ¢jl;éK®, T (22)
ml(@)m2(@), wj = @»
with
K= Z ma (Yr)ma(Pr), (23)

YNy =0
where m(()) = 1if and only if K = 1.

The generalized GET inherits the merits of
classical DSET and has the following attractive
characteristics [48]:

C1: The structure of GBBA in GET has the ability
not only to model partial or complete ignorance
but also to express the uncertainty caused by
the incompleteness of FOD, so it can handle the
uncertainty problem in an open world.

C2: The generalized belief function in GET also does
not need experts to provide prior probabilities, in

contrast to the Bayesian decision model.

C3: The generalized combination rule in GET not
only satisfies the associative law and commutative
law but also has the capability to reason with
multisource data in the face of uncertainty, even

under the condition that m(0) > 0.

The generalized belief interval
[GBel(v;),GPl(v;)] in GET provides upper
and lower probabilities and can be applied to the
open world not just the closed world.

When m(0) =
DSET.

C4.:

C5: 0, GET reduces to the classical

Moreover, DSET has been extended in terms of other
aspects [50-52].

3 Classical Evidence Theory for Data Fusion

Our methodology expresses a deep understanding of
the surveyed papers with regards to evidence theory
for data fusion. The process involves three steps,
including uncertainty modeling, fusion, and decision
making. Figure 1 shows a process of data fusion in the
context of evidence theory.

3.1 Uncertainty Modeling

Uncertainty is ubiquitous in the real world and is
found in almost all areas of scientific research [53-55].
Uncertainty in data fusion can generally be classified
into the following two categories:

Ul: Aleatory uncertainty. This uncertainty originates
from natural variability of the physical world
and reflects its inherent randomness. Aleatory
uncertainty exists naturally without connection
to human knowledge. This kind of uncertainty
cannot be removed or decreased by gathering
more information.

U2: Epistemic uncertainty. This uncertainty occurs

because humans lack knowledge of the physical
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Uncertainty modeling
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Decision making

Figure 1. A process of data fusion in the context of
evidence theory.

world and the ability to measure and model the
physical world. In contrast to aleatory uncertainty,
this kind of uncertainty can be reduced and even
eliminated with the aid of more information and
appropriate methods.

For example, phrases “I am 80% sure that ..." and “I
think there is a 85% change that ..." express epistemic
and aleatory uncertainty, respectively. In various
areas of science and engineering, these uncertainty
makes tasks more complicated and influences decision
making in many adverse ways. Modeling and
handling of these kinds of uncertainty plays an
important role. The mass function/BBA, belief
function and plausibility function in DSET offer more
flexible and realistic expression and formalization of
available knowledge with regards to possible values of
uncertain input variables. Especially, for mass function,
instead of filling in the missing value by a certain
estimation, it can provide a straightforward way to
quantify such a kind of ignorance state. In this way,
any external operation in terms of the missing value is
not required.

For evidence theory-based data fusion, BBA, as a basic
unit of evidence theory framework processing, is the
key issue that need to be addressed first. Therefore,
how to generate appropriate BBAs from multisource
information has been intensively studied in recent
years. For example, the BBAs can be generated
in accordance with multiple attributes of dataset.
According to whether prior sample knowledge is used
in the process of BBA generation, it can be mainly
divided into the following three types:

(1) Unsupervised. For instance,
investigates unsupervised

paper [56]

segmentation of

140

hidden Markov fields corrupted by correlated
non-Gaussian noise; paper [57] presents a
belief shift clustering method for dealing with
object data; paper [58] investigates neural
network-based evidential clustering for BBA
generation.

(2) Semi-supervised. For example, paper [59]
studies a semi-supervised evidential label
propagation algorithm for graph data clustering;
paper [60] researches disagreement based
semi-supervised learning approaches with
belief functions; paper [61] investigates a fast

semi-supervised evidential clustering.

(3) Supervised. For instance, paper [62] investigates
evidential calibration of binary SVM classifiers;
paper [63] studies evidential classifiers,
including logistic regression and its nonlinear
generalizations of multilayer feedforward neural
networks; paper [64] investigates an evidential
classifier based on Dempster-Shafer theory and

deep learning.

3.2 Fusion

After obtaining BBAs from multisource information,
other key issue is about how to fuse these BBAs to
better support decision-making.

In addition to the typical DRC and promotion
generalized combination rules discussed in Section 2,
various research has been conducted from other
perspectives to improve the fusion performance. To
summarise, there are three dominating classifications:
evidential combination rule-based data fusion;
evidence pretreatment-based data fusion; and hybrid
evidential conflict models for data fusion. We will
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explain evidence theory-based data fusion methods
from these three aspects in the following sections.

3.2.1 Evidential combination rule-based data fusion

In this section, we survey several existing evidential
combination rules that have been widely applied
in data fusion. Additionally, we compare existing
evidential combination rules and summarized their
properties.

(1) Evidential combination rules

Let m; and my be two independent BBAs with
hypotheses v, and v, in FOD @, respectively.

Definition 21 (Smets’s combination rules) [46]. Smets’s
conjunctive combination rule, represented in the form
mi @ my, is defined by

m1(Yr)ma(¥n),
Y NP =1,

m1 @ ma(;) = {
m(@), wj =

and Smets’s disjunctive combination rule, represented
in the form m; © my, is defined by

ma (Pr)ma (),
YU =1v;

m1 @ ma(¢;) = {

m(0), Y =
In Eq. (24) and Eq. (25), 0 has the following
interpretations:

e ()is an empty set belonging to 2% in a closed world
with m(0) = 0.

e () is one or several hypotheses in an open world
that does not belong to 2%.

Definition 22 (Yager’s combination rule) [65]. Yager’s
combination rule, represented in the form m;_Lmy, is
defined by

ma (Yr)ma (), h; C O,
Y NYp=1;
mlJ_mg(’L/)]’) = 0, wj = (Z)v
mi(Yr)me(n) | + K, ;= 9,
Y Npp =2
(26)
with
K=Y mi(u)ma(dn), (27)

NPy =0

where K is the conflict coefficient between m; and mo.

In contrast to that under DRC, the conflict K is
delivered to the whole set ® in Yager’s combination
rule.

Definition 23 (Dubois and Prade’s combination
rule) [66]. Dubois and Prade’s hybrid combination

rule is defined by
> ma(Yr)me(Yn)+
Y NYp=1);
mi@ma(y) =4 Uwz_wv ma(Ye)ma(dn), ¥ # 0, (28)
f k m’¢hh_= WJ
07 Q,Z)j == @

The mass satisfying 1, U ¢, = ¢j and ¢ Ny, = 0 is
delivered to the subsets of ® in Dubois and Prade’s
combination rule.

Definition 24 (Unified combination rule) [67, 68]. Let
w(e;) be a coefficient, where w(y;) > 0 and
>.  w(y;) = 1. The unified combination rule

1 CPJah; 7D
is defined by
{ mi(Pr)ma(Pn) +w(;) K, ¥; # 0,
mi1Dmae ('(/)j) = Y Nhp =1
0, Y =10,
(29)
with
K = Z mi(Yr)ma(Pn). (30)

YNy =0

Note that the conflict K in the unified combination
rule is distributed to the subsets of ®, which is different
from DRC.

Definition 25 (Weighted product combination rule) [69].
Let w(v¢p, ) be a measure of intersection or set

agreement. The weighted product combination rule is
defined by

k> whn, Ye)mi(Yr)ma(Pr), ¥; # 0,
YNy =1v;

mi1®ma(¢;) = {
07 QJ)J = 07

(31)
where k is a normalization factor.

The weighted product combination rule is associative
if satisfying w(1; N by, ¥r) = w(Wy, Yn N aby).

Definition 26 (Mahler’s weighted combination rule) [70].
Mahler’s weighted combination rule is defined by

m1 @ ma(y;) =

LD
Y NYp=1;
0,

where k is a normalization factor and Bel is the belief
function of Eq. (5).

Bel(v;)
Bettn) Bercy) M (Ve)ma(vn),

Y; # 0,
p; =0,

(32)

Unlike DRC, the weighted product combination rule
and Mahler’s weighted combination rule introduce &,
which is associated with the functions of w and Bel,
respectively, as a normalization factor, rather than the
conflict K.
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Table 1. Comparison of different combination rules in evidence theory.

Combination rules Axioms

Al A2 A3 A4 A5 A6
Dempster [26] yes yes yes yes yes yes
Smets [46] yes yes yes yes yes yes
Yager [65] yes yes no yes yes yes
Dubois and Prade [66] yes yes no yes yes no
Inagaki and Lefevre et al. [67, 68] yes yes yes yes yes no
Zhang [69] yes yes Under conditions yes yes yes
Mahler [70] yes yes yes yes yes yes
Dezert and Smarandache [49] yes yes yes yes yes no
Deng [48] yes yes yes Under conditions yes yes
Jiang and Zhan [71] yes yes yes Under conditions yes yes
Xiao [72, 73] yes yes yes yes yes yes
GCECR yes yes yes Under conditions yes yes

Definition 27 (Jiang and Zhan’s combination rule) [71].
Jiang and Zhan’s combination rule, represented in the
form my @ my, is defined by

== X ma(r)ma(Pn), ¢; #0,
m1 @ ma(v;) = { wﬁ;i;gﬁf
=mi(0)m2(0), Y =0,
(33)
with
K= Z ma(Yr)ma(n), (34)
P NPp=0
P Uy, 7D
where m; @ mp(0) =1if K =1or Y m(¢;) =0.

b #0

Jiang and Zhan’s combination rule overcomes the
shortcomings of the generalized combination rule in
GET and has the following characteristics:

e Whenm;®mg(0) = 0inEq. (33), Jiang and Zhan’s
combination rule reduces to the classical DRC.

e mi(0) and mo(P) are combined through the
orthogonal sum operation.

e InEq. (33), {25 is a process of normalization that

is a generalization of 1 in Eq. (8) of the classical
DRC.

e When m; @ m(0) = 0, K in Eq. (34) reduces to
K in Eq. (8).

e If the sum of the GBBAs of all nonempty sets is

zero or K = 1, the whole belief is reallocated to (.

(2) Comparison and analysis

In accordance with the axioms A1l-A6 of DRC in
Section 2, we compare the combination rules described
in Section 3.2. The results are summarized in Table 1.
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Table 1 indicates that Smets [46], and Mahler [70]
satisfy =~ axioms  Al-A6: compositionality,
commutativity, associativity, conditioning, internal
symmetry, and autofunctionality, as does Dempster’s
rule [26]. By contrast, the combination rules of
Yager [65] and Dubois and Prade [66] do not satisfy
axiom A3: associativity; Zhang [69]’s combination
rule satisfies axiom A3 under the condition that
w(tj N, Yr) = w(pj, ¥n NYy); Deng [48] and Jiang
and Zhan [71]’s combination rules satisfy axiom A4
when returning to a closed world, because of the
combination of the empty set expressing uncertainty
in an open world. Furthermore, the combination
rules of Dubois and Prade [66], Inagaki and Lefevre
et al. [67, 68], and Dezert and Smarandache [49]
do not satisfy axiom A6: autofunctionality. The
characteristics of different combination rules can
be used to select an appropriate rule to handle
multisource data fusion problems according to the
specific application [74].

3.2.2 Evidence pretreatment-based data fusion

In this section, we review evidence pretreatment-based
data fusion methods from several aspects, including
evidential distance, Pignistic probability distance,
correlation coefficient, belief divergence, belief entropy,
and belief information quality.

(1) Evidential distance.

The classical evidential distance proposed by
Jousselme et al. [75] is a useful tool to measure
differences between different source data modeled by
BBAs.

Definition 28 (Jousselme et al.’s distance) [75]. Let my
and my be two BBAs on ®, where 15, and ¢ (Y, g C



ICJK

Chinese Journal of Information Fusion

®) are the hypotheses corresponding to m; and ma,
respectively. Jousselme et al.’s distance between m;
and my, denoted as d jgp(m1, m2), is defined by

(nd, — mi2)TD () — ms)

djae(mi,m2) = 5 ,
where ﬁl and Bg are the vectors of BBAs m; and
ma, reﬁectively; (ﬁl — BQ)T is the transposition of

(35)

(m; —my); and D represents a 2"~ x 2"~ matrix with
elements W
D = h Ykl 36
D(Yn, ) i U ] (36)

Jousselme et al’s distance has several desirable
properties: nonnegativeness, symmetry,
nondegeneracy, and triangle inequality.  Since
Jousselme et al.’s distance is a true metric [76] in
favor of managing conflict in data fusion, several
researchers have improved upon it [77].

(2) Pignistic probability distance.

The Pignistic probability transformation (PPT)
function [78] can be used to measure conflict in data
fusion, as will be detailed in Section 3.3. On the basis
of the PPT function, Liu [79] presents a Pignistic
probability distance to measure conflict between
BBAs.

Definition 29 Liu’s Pignistic probability distance [79]
is defined by

difBetP(my,mz) = max{|BetPm, (1;) — BetPm, (15|}, (37)
where | - | is the absolute value function.

Liu’s Pignistic probability distance is also called the
distance between betting commitments of BBAs.

(3) Correlation coefficient.

Definition 30 Jiang’s correlation coefficient [80] is
defined by

c(mi, m2)

C’J(ml,mz) = s (38)

N \/c(ml, ma)c(ma, ma)

where c¢(mi,ma) = >, Y m1(¢h)m2(¢k)m28$';=
PP PSP

(4) Belief divergence.

Definition 31 Belief divergence, also called belief
Jensen-Shannon (B]S), is defined by

ma (¥ o 2ma(yy)
wjng 1(¢;) log |:m1(1/)j) +m2(1/)j):| +

_ 2ma(v;)
wjng i) log {ml(d}j) + m2(¢j)} '

(39)

1
Dx(ml,mg) = 5 {

Inspired by BJS divergence, various kinds of belief
divergences for data fusion are exploited.

(5) Belief entropy.
Definition 32 Deng entropy [81] is defined by

m(y;)

P; CP

(40)

in which [¢;] is the cardinality of 1);.

When m becomes a probability distribution, Deng
entropy degenerates into the classical Shannon entropy.
Furthermore, several basis properties and applications
of Deng entropy are discussed in [82-84]. Details of
other belief entropies can be found in [85-88].

(6) Belief information quality.

As a complementary of belief entropy, the belief
information quality is proposed to measure the
certainty/quality of information [89].

Definition 33 Li et al.’s information quality of BBA
m [89] is defined by

1Qup(m) = %Z@ { s }2 ’

in which [¢;] is the cardinality of 1);.

(41)

3.2.3 Other evidential conflict models for data fusion

The classical discounting method proposed by
Shafer [27] has been extended to manage conflicts in
data fusion by taking into account the reliability of
sources. Let us recall the basic definition.

Definition 34 (Shafer’s discounting method) [27]. Let
m be an arbitrary independent BBA in FOD ®. Shafer’s
discounting method is defined by

arme(v;),
1 — o + arma (),

Y C 9,

() = { RSP Ce)
where o is a discounting coefficient used to generate

anew BBA m¢.

In Eq. (42), the values of «; have the following
interpretations:

e o; = (O indicates that data source ¢ is completely
unreliable.

e o; = 1 indicates that data source ¢ is completely
reliable.

Clearly, in the process of fusion, discounting is
beneficial for handling the conflict from multisource
data in accordance with their reliability.
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Definition 35 Liu’s two-dimensional conflict

model [79] is defined by

cf(mi,m2) =< K, dif BetP >, (43)

where K is the classical conflict coefficient of Eq. (8)
and dif BetP is the Pignistic probability distance of
Eq. (37).

Let ¢ be the threshold of conflict tolerance. If and only
if K > ¢ and difBetP > £, m; and my are conflicting.

Definition 36 Daniel’s plausibility conflict [90] is
defined by
Plo(ma,mz) = 5 |PLelmi (60)] = Plelma(60)]],

>

¢i€EPprc(m1,m2)

(44)
where

®prc(mi, me)

{o.ca \_[Pzp[mu@)] — 1] [ptetmaton - 2] <o}
(#9)
d

P; €D

(46)

Definition 37 Lefevre and Elouedi’s combination
with adapted conflict (CWAC) rule [91], which
adapts the weight between Dempster’s rule and the
conjunctive rule by means of Jousselme et al.’s distance,
is defined by:

m1 @ ma(¥;) =ds(mi, ma2)[m1 © ma(;)]+

(47)
[1 — dy(m1, ma)|[m1 © ma(¥;)],

where m; @ ma(v);) is defined as Eq. (24) and m; &
ma(1);) is defined as Eq. (7).

When mq © mg((Z)) =1,mi P mg((Z)) =1.

From the above discussion of hybrid evidential
conflict models for data fusion, it can be learned
that appropriately constructing a hybrid model by
considering different aspects is a feasible and effective
way to handle conflict in the fusion process.

3.3 Decision making

The outcome of evidence theory-based data fusion is
related to the belief functions. Since belief functions
have multiple interpretations, it is necessary to
consider not only how to make a decision by defining
the probabilistic transformation function for belief
functions, but also that the selection of a suitable
transformation function should be explained and
justified. In this section, we survey several typical
solutions for decision making on the basis of belief
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functions. Their advantages and limitations are also
discussed.

(1) Pignistic probability transformation.

The classical Pignistic probability transformation
(PPT) function presented by Smets and Kennes [78]
can transform a BBA into a probability distribution.

Definition 38 Smets and Kennes’s PPT [78] is defined
by
|6 N 5] _m(¥;)
’/Jjggd;iewj ] 1—=m(0)’

where [1);] is the cardinality of subset ;.

BetP,(¢;) = (48)

In Eq. (48), the values of m(0)) have the following
interpretations:

e m(() = 0 indicates a closed world.
e m(()) > 0 indicates an open world.

This process represents a kind of average assignment
and is sometimes too conservative to produce
appropriate distributions [92]. As a result, many
researchers have attempted to improve the model from
various perspectives.

(2) Sudano and Martin’s probability transformation.

Definition 39 Sudano and Martin’s probability
transformation by means of a mapping that is
proportional to all plausibilities, denoted as PraP1[93],
is defined by

PraPl(¢;) = Bel(¢:) + EPL(;), (49)
with
1— w%) Bel(;)

The above definition indicates that Sudano and
Martin’s probability transformation is based on a belief
function and plausibility function. However, when
certain singletons are not included in the subsets of
focal elements, the PraPl probability transformation
function cannot make a reasonable assignment.

(3) Cobb and Shenoy’s probability transformation.

Definition 40 Cobb and Shenoy’s probability
transformation function [78] is defined by
Pl(¢:)
PnPl(¢;) = . 51
nPl(¢:) S Pi(oy) (51)
g9

Cobb and Shenoy’s probability transformation method
is a kind of plausibility normalization.

(4) Cuzzolin’s probability transformation.
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Definition 41 Cuzzolin’s probability transformation
function [94], denoted as CuzzP, is defined by

A(ei)

CuzzP(¢pi) = m(¢:) + mTNSM, (52)
¢ €D
in which
A(¢i) = Pl(¢:) — m(o:), (53)
and
TNSM=1- % m(¢)= > m). (54

bi€D v €2%|[9;|>1

The CuzzP probability transformation function
considers the proportional redistribution of the total
nonspecific mass (TNSM). However, CuzzP has
some limitations. When ¢; € ® and ¢; N ¢; = 0, the
uncertain information included in TNSM will also
be allocated to ¢;, where such kind of assignment
is not intuitive. In addition, when m is reduced to
a probability distribution, Eq. (52) of the CuzzP
probability transformation function is infeasible since
A(¢;) of Eq. (53) is equal to 0, which makes no sense
in mathematical form.

(5) DSmP probability transformation.

Definition 42 In the DSmT theoretical framework,
a Pignistic probability transformation function [49]

presented by Dezert and Smarandache and denoted
as DSmP is defined by

m(Yx) + €lh; N n

Z P S Nbp, P |=1
m (i) + €l

DSmP(i;) =

m(¢n),

@
Yh€G e CYn,|Prl=1

(55)
where ¢ is an adjustable parameter that is equal to or
greater than 0 and G represents the hyper-power set
consisting of the integrity limitations in DSmT.

In the DSmP probability transformation function, ¢
is applied to integrate the classical PPT with the
proportional belief transformation methods.

Additional decision-making approaches with belief
functions can be found in [95].

4 Complex evidence theory for data fusion

Traditional evidence theory based on real numbers for
data fusion has been found to not be applicable in some
complex applications to represent data fluctuations
at a given phase of time during their execution.
Notably, CET, as a generalization of classical DSET,
was presented by Xiao [72, 73] to be a solution. CET
extends the classical DSET into the complex plane and
is capable of modeling and handling uncertainty by

means of complex numbers. The main concepts of CET
are introduced below [72, 73].

4.1 CET for data fusion in a closed world

Definition 43 (Complex mass function) A complex
mass function (CMF) M in & is defined as a mapping:

M: 2°>C, (56)
satisfying
M(0) = o,
M(;) = m(¥;)e "™, s C @, (57)
M(y;) =1,
by Co

where v—1, m(¢;) € [0,1] represents the
magnitude/amplitude of M(¢;), and 6(¢;) denotes
a phase term.

In Eq. (57), M(¢;) can be represented as

M(;) =z +yi, ¢; €O, (58)
with
IM(1h;)| = m(h;) = Va2 + 92, ; C O, (59)
where \/z? + y2 € [0, 1].

M is also called a complex BBA (CBBA). As |IM(0)
0 indicates a closed world, a CBBA is capable of
modelling and quantifying uncertainty with regards
to data sources in the framework of complex plane for
a closed world.

Definition 44 (Focal element in CET). Let M be a CBBA
defined in Definition 43. Vi; C &, if |[IM(¢;)| or
m(v;) > 0, ¢; is called a focal element in CET.

Comparison of Definitions 4-5 with Definitions 43-44
indicates that M in CET has the following
interpretations and properties:

e The CBBA M in CET can be expressed by not only
complex numbers but also positive real numbers,

while m can only be expressed by positive real
numbers in DSET.

e In contrast to DSET, the value of |IM();)| or m(v;)
represents the degree to which the evidence

supports ;.

e When the focal elements of IM reduce to positive
real numbers, the CBBA M in CET degrades into
the classical BBA in DSET.

Definition 45 (Commitment degree in CET). The
commitment degree Com(v;) in CET committed to
proposition v, is defined by
1M (1)5)|
C )= -
o) = S M ()

VR CP
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where m(1);) and m(1)y,) are the magnitudes of IM(v);)
and M(v,), respectively.

Definition 46 (Generalized belief function in CET). A
generalized belief function GBel in CET, mapping
from 2% to [0, 1], is defined by

GBel(h;) = > Com(yn), 1; C &, (61)
Y CYj
where
om(in) — M@l m(yn)
Com) = il ~ % men)

Definition 47 (Generalized plausibility function in CET).
A generalized plausibility function GPI in CET,
mapping from 2% to [0, 1], is defined by

GPl(1h;) =1 —GBel(ih;) =1— Y Com(vn)
©p CYj

= Z Com(wh)a

Yr N #0

(63)

where 1), is the complement of v;, such that ¢; =
D — ;.
Comparison of Definitions 6-7 with Definitions 46-47

indicates that the functions of GBel and GP! in CET
have the following properties:

e Similar to those in DSET, G Bel(v;) and GPI(v;)
in CET are the lower and upper limit functions of
1, respectively.

e When focal elements of IM reduce to positive real
numbers, G Bel(1;) and GPI(1);) in CET degrade
into the classical Bel(v;) and Pl(v;) in DSET,
respectively.

Definition 48 (Complex evidence combination rule) Let
{My,...,M,,...,M;} be a set of independent CBBAs
in FOD ®, where proposition 1; € 2%. The complex
evidence combination rule (CECR), denoted as IM; @&
- @My @ - - ® My is defined by:

]M1€B"'EB]M(ZEB”'EBIMt(¢j):
Y # 0,

TR gy i (64
P CP
0, Y = 0,
with
K= > [ M), (65)

N =01<q<t
in which K is the complex evidence conflict coefficient
(CECC) among these CBBAs.

Since |M())|] = 0 indicating a closed world, the
CECR can merge arbitrary multiple CBBAs to provide
uncertainty reasoning for data fusion in a closed world.
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4.2 Generalized CET for data fusion in an open
world

In this section, CET is generalised for data fusion in
an open world, called as GCET. The basic concepts of
GCET are presented as follows.

Definition 49 (Generalized complex mass function) A
generalized complex mass function (GCMF) M in FOD
® is defined as a mapping:

M: 2®>cC, (66)
satisfying
M (¢h;) = m(;)e ), ;€ 2,
> oMy =1, (67)
pje2®

where i = /-1, m(y;) € [0,1] represents the
magnitude of M(¢;), and 6(z);) denotes a phase term.

In Eq. (67), M(¢;) can be represented as

M(y;) =z +yi, ¥;€2°, (68)
with
IM(¢;)| = m(e;) = /22 +y2, o €27, (69)

where /22 + y? € [0, 1].

M is also called a generalized CBBA (GCBBA). Since
|IM(0)| = 0 indicating a closed world and [IM(0)| > 0
indicating an open world, a GCBBA is qualified to
representing and quantifying uncertainty with respect
to data sources in the framework of complex plane for
both closed world and open world.

Definition 50 (Focal element in GCET). Let M be a
GCBBA defined in Definition 49. Vi; € 2%, if [IM(3;)|
or m(v;) > 0, 1; is called a focal element in GCET.

Comparison of Definitions 43-44 with Definitions 49-50
indicates that, in contrast to the CBBA in CET, IM in
GCET has the following interpretations and properties:

e It is unnecessary for [IM(0))| = 0 in GCET, such
that |IM(0)| > 0, while [M(0)| must be equal to 0
in CET.

e () can be a focal element as |IM(())| > 0 in GCET,
but () cannot be a focal element in CET.

e When [M(0)| > 0, it is utilized to model an open
world in GCET, indicating that ) is a focal element
or the union of focal elements not within the FOD,
rather than the empty set in CBBA in CET.

e When |M(0)] = 0, the GCBBA M in GCET
degrades into the CBBA in CET.
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Definition 51 (Commitment degree in GCET). The
commitment degree Com(v;) in GCET committed to
proposition ; is defined by

N IM@) . m(yy)) e
Com(¥s) = S M) = S m@n) V€2 (70)
Py €2% Py, €2%P

Definition 52 (Generalized belief function in GCET). A
generalized belief function GBel in GCET, mapping
from 2% to [0, 1], is defined by

{ > Com(vn), ; #0,
GBel(;) = vnCu; (71)
Com(0), ;= 0,
in which
_ M@ m()
Com®) = ="M@l = S m@n) (72)
P e2® P e2®

Definition 53 (Generalized plausibility function in
GCET). A generalized plausibility function GPI in
GCET, mapping from 2% to [0, 1], is defined by

S Com(n), W #0,
GPUw,) = { Lr0w7) (73)
Com(@), ’d)j:@.

Comparison of Definitions 46-47 with Definitions 52-53
indicates that the functions of GBel and G Pl in GCET
have the following properties:

e Similar to CET, GBel(v;) and GPI(1;) in GCET
are the lower and upper limit functions of v;,
respectively.

e Itis unnecessary for GBel(()) = 0 and GPI() =0
in GCET, such that GBel(()) > 0 and GPI(D) > 0,
while GBel(()) and GPI(()) must be equal to 0 in
CET.

e When M(0)] = 0, GBel(v;) and GPI(y);) in
GCET degrade into the GBel(v;) and GPI(7);) in
CET, respectively.

Definition 54 (Generalized complex evidence
combination rule) Let {M;i,...,My,...,M;} be a
set of independent GCBBAs in FOD @, where
proposition 1; € 2%. The generalized complex
evidence combination rule (GCECR), denoted as
M, @--- @M, @ --- @M, is defined by:

mﬁlEB.,.QBEAQEB...@;EAt(wj)::

=& > 1T My@n), v;#0,
NYp=1; 1<q<t (74)
’ll)h,EQ‘I)
ﬁ H MQ((Z))v d)j:@,
1<q<t
with
K= > [ M@ (75)

Ny, =0 1<q<t
Ut #0

where M; @ --- &M, @ --- & M(0) = 1if K = 1 or
> M(4;) = 0.

;A0

K denotes the generalized complex evidence

conflict coefficient (GCECC) among GCBBAs
(M. .. M, ..., M}

GCECR has the following characteristics:

e WhenM; & --- &M, & --- @ IM(0) =0, GCECR
reduces to the CECR. Since |IM(()| = 0 indicating
a closed world and |[IM ()| > 0 indicating an open
world, the GCECR can merge arbitrary multiple
GCBBAs to facilitate uncertainty reasoning for
data fusion, both in the closed world and open
world contexts.

e M(0) of GCBBAs are fused by the operation of
orthogonal sum.

e In Definition 54, the factor ﬁ
normalization that is a generalization of 15 in

Eq. (65) of the CECR.

e WhenM; & --- &M, @ --- ® M(0) = 0, Kin
Eq. (75) reduces to K in Eq. (65).

is a process of

o If the sum of the GCBBAs of all nonempty sets is
zero or GCECC is equal to 1, the whole belief is
reallocated to 0.

4.3 Analysis of the characteristics of CET and GCET

The CET and GCET inherit the merits of classical
DSET and GET, respectively. They have the following
attractive characteristics:

C1: The structure of M in CET and GCET can model
partial or complete ignorance using complex
numbers rather than real numbers, enhancing its
effectiveness in addressing uncertainty modelling
challenges, particularly for signal and image
data. Furthermore, in GCET, IM can represent the
uncertainty arising from the incompleteness of
the FOD, enabling it to model uncertainty in an
open world context.

C2: The generalized belief function in CET and
GCET also do not need experts to provide prior
probabilities, in contrast to the Bayesian decision

model.

The CECR  satisfies axioms Al-Aé6:
compositionality, commutativity, associativity,
conditioning, internal  symmetry, and
autofunctionality, as does DRC shown in
Table 1. Whereas, similar to Deng [48] and Jiang

C3:
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and Zhan [71]’s combination rules, GCECR
satisfy axiom A4 when returning to a closed
world, due to the processing of the empty set
representing uncertainty in an open world.

C4: The CECR in CET and GCECR in GCET
adhere to the associative law and commutative
law, providing flexible and straightforward
approaches to uncertainty reasoning for the
process of data fusion in the complex plane. In
contrast to CECR, GCECR facilitates uncertainty
reasoning not only in a closed world but also in

an open world context.

C5: The generalized interval [GBel(v;), GPl(1;)] in
CET and GCET, consisting of the generalized
belief and plausibility functions, also provides

upper and lower probabilities.

C6: When GCBBAs reduce to CBBAs, GCECR
degenerates into CECR. Overall, CET offers an
effective approach to uncertainty modelling and
reasoning in a closed world context, whereas
GCET is capable of uncertainty modelling and
reasoning in both open world and closed world

contexts.

In some cases, GCET has greater capability than CET
to model and handle the uncertainty problem in data
fusion. Take the recent novel Coronavirus (COVID-19)
as an example; this virus is distinctly beyond the FOD
due to lack of human knowledge. In this situation,
because of the exhaustiveness assumption of the FOD,
CET is not applicable, whereas GCET can model a
focal element outside of the FOD just for the case
of COVID-19 to handle such uncertainty in the open
world.

Besides, to compare CET and GCET with the typical
theoretical frameworks DSET, DSmT, and GET, the
characteristics are summarized in Table 2. All of these
evidence theories 1) can model partial or complete
ignorance quantitatively; 2) do not require prior
probabilities; 3) have reasoning ability; 4) satisfy
the associative law and commutative law; 5) can be
regarded as upper and lower probabilities; and 6) can
handle uncertainty in the fusion process in a closed
world context. In addition, DSmT, GET and GCET
can handle uncertainty in the fusion process in an
open world. On the other hand, DSmT can handle
uncertainty under the FOD modeled by a hyper-power
set or super-power set rather than the power set, while
CET and GCET can handle uncertainty in the fusion
process on the complex plane.
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5 Algorithm and application

Pattern classification has attracted much attention in
recent years [96, 97]. In this section, we focus on
the closed world, and present classical and complex
evidence theory framework-based multisource data
fusion algorithms. Then, we apply these fusion
algorithms to pattern classification to demonstrate
their practicabilities.

5.1 Evidence theory framework-based weighted
multisource data fusion algorithms

In this section, classical evidence theory
framework-based weighted multisource data fusion
(ETF-WMSDF) algorithms are devised based on
evidential distance, Pignistic probability distance,
correlation coefficient, belief divergence, belief entropy,
and belief information quality for decision making,
respectively.

Problem statement: Let {¢1,...,¢;,...,¢,} be a set
of objects to be recognized in FOD ®. Let M =
{mq,...,mgy,...,mi} be a set of BBAs modeled from
multisource. § represents a threshold that is set in
advance. The data fusion algorithms try to merge these
given BBAs to make a decision.

Step 1: The weight for m, is calculated as:

—L= , Method A;
;1 dJGB (mq,mp)

—L ., Method B;
> dif BetP(mg,mp)
p=1

— ! , Method C;

W(mg) = > Dx(mgymy)

t

S Cy(mg,mp) — 1, Method D;
p=1
e~ Ep(mq) Method E;
IQrp(my), Method F.

(76)

Note that “Methods A and B” denote the
weighted methods based on belief distance
functions defined in Definitions 28 and 29,
respectively; “Method C” denotes the weighted
method based on belief divergence defined in
Definition 31; “Method D” denotes the weighted
method based on belief correlation coefficient
defined in Definition 30; “Method E” denotes the
weighted method based on Deng entropy defined
in Definition 32; “Method F” denotes the weighted
method based on information quality defined in
Definition 33.

Correspondingly, these ETF-WMSDF algorithms
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Table 2. Summary of the characteristics of typical evidence theories.

Evidence theories

Characteristics

Traditional Generalization
DSET [26,27] DSmT [47] GET [48] CET|[72,73] GCET

Model partial or complete ignorance quantitatively yes yes yes yes yes
Regardless of prior probabilities yes yes yes yes yes
Reasoning yes yes yes yes yes
Associative law yes yes yes yes yes
Commutative law yes yes yes yes yes
Upper and lower probabilities yes yes yes yes yes
Hyper-/Super-power sets no yes no no no
Closed world yes yes yes yes yes
Open world no yes yes no yes
Complex plane no no no yes yes

are denoted as ETF-WMSDF,4, ETF-WMSDFp, Algorithm 1: ETE-WMSDE.

ETF-WMSDEF¢, ETF-WMSDFp, ETF-WMSDFg, INPUE © = {1, .., Gy ooos o} M = {11, s gy s 00}

and ETF-WMSDEFp.
Step 2: The weight of m, is normalised as:

W(mg)

W(my) = ————
(ma) Zq:l W(my)

(77)

Step 3: According to the normalised weight, a
weighted average evidence m is generated as:

m= Z W(mq) X My. (78)

g=1

Step 4: m is fused t — 1 times with DCR to obtain a
final BBA:

m:

(M&m) & ®m)—1). (79)

Step 5: According to PPT function [78], we get:

er((o)) = Y T, (50)
b:i Cj J
Step 6: The largest Bet({¢,}) is chosen by:
¢ = arg max{Bet({¢;})}. (81)

1<i<n

Step 7: The target is determined as:

if Bet({¢y}) > 4,
{ if Bet({¢,}) < 0,

¢, is the target,
Cannot be determined.
(82)

The ETF-WMSDF Algorithm 1 is as follows.

Threshold §;

Output: A decision;
forg=1;9<tdo

‘ Calculate the weight W (m,) for m, by Eq. (76);
end
forg=1;9 <tdo

‘ Obtain the normalised weight W(mq) by Eq. (77);
end
forg=1;9 <tdo

‘ Calculate a weighted average evidence m by Eq. (78);
end
Obtain the fused BBA 7 by Eq. (79);
fori=1;i <ndo

| Calculate Bet({¢:}) by Eq. (80);
end
Select ¢ = arg max{Bet({¢;})} by Eq. (81);

1<i<n
if Bet({¢,}) > 0 then

| The target < ¢,;
else

| Cannot be determined.
end

5.2 Complex evidence theory framework-based
multisource data fusion algorithms

In this section, a complex evidence theory
framework-based multisource data fusion (CETF-
MSDF) algorithm is introduced [98].

Problem statement: Let {¢1,...,¢;,..., ¢} be a set
of objects to be recognized in FOD ®. Let M =
{M;, ..., My, ..., M;} be a set of CBBAs modeled from
multisource. § represents a threshold that is set in
advance. The data fusion algorithms try to merge these
given CBBAs to make a decision.

Step 1: The CBBAs of M are fused with CECR to obtain

149



Chinese Journal of Information Fusion

ICJK

a final CBBA:
M= (M &M)y @ --- @ DMy). (83)
Step 2: According to CPPT function [98], we get:
CBec(for)) = Y T, (84)
¢iCw; Y
Step 3: The largest CBet({¢,}) is chosen by:
¢ = argmax{CBet({¢:})}. (85)

1<i<n

Step 4: The target is determined as:

if CBet({¢,}) > 0,
{ if CBet({¢,}) < 4,

¢, is the target,
Cannot be determined.
(86)

The CETF-MSDF Algorithm 2 is as follows.

Algorithm 2: CETF-MSDF.

Input: 0= {(7231, ceey ¢)i, ceny ¢n}} M= {Ml,
Threshold §;

Output: A decision;

Obtain the fused BBA M by Eq. (83);

fori =1;i <ndo

‘ Calculate CBet({¢;}) by Eq. (84);
end
Select ¢ = arg max{CBet({¢:})} by Eq. (85);

1<i<n
if CBet({¢,}) > 4 then
| The target <— ¢;
else
| Cannot be determined.
end

7]1\/[(17 7Mt}/

5.3 Application to pattern classification

In this section, the ETE-WMSDEF and CETF-MSDF
algorithms are applied to pattern classification
to demonstrate their practicabilities. Then, the
ETE-WMSDF and CETE-MSDF algorithms are
compared with related well-known works to reveal
their performances.

5.3.1 Descriptions of the datasets

In this section, the performances of the ETF-WMSDF
and CETF-MSDF algorithms are validated over five
real-world datasets from the UCI machine learning
repository (http://archive.ics.uci.edu/ml/).

e Iris dataset:

— three classes of Iris flowers;

150

— total 150 instances: each class has 50

instances;
- without missing values;
— each instance has the 4 attributes.
e Wine dataset:
— three classes of Wine;

— total 178 instances: one class is with 59, the
other class is with 71 instances, and another
is with 48 instances;

- without missing values;
— each instance has the 13 attributes.

e Heart dataset:

two classes of heart disease;

total 270 instances: one class is with 150, and
the other class is with 120 instances;

without missing values;

each instance has 13 attributes.

e Parkinson’s dataset:

two classes of Parkinson’s disease;

total 195 instances: one class is with 48, and
the other class is with 147 instances;

without missing values;

each instance has the 22 attributes.

e Australian dataset:

two classes of Australian credit approval;

total 690 instances: one class is with 383, and
the other class is with 307 instances;

a few missing values;

each instance has 14 attributes.

5.3.2 Implementation of ETF-WMSDF and CETF-MSDF
algorithms

In this experiment, each attribute from a dataset
is considered as independent source to provide
information. The missing values can be modelled
as “complete ignorance” by m(®) of BBA and M(®)
of CBBA in the framework of DSET and CET,
respectively. To implement the ETF-WMSDF and
CETF-MSDF algorithms, several BBAs and CBBAs
are first obtained according to training instances of
each dataset using the extended methods of [98],
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Table 3. Comparison of classification accuracies and standard deviations generated by ETF-WMSDF and

CETF-MSDF

algorithms.

ETF-based weighted multisource data fusion algorithms

CETF-based multisource

Dataset data fusion algorithm
ETF-WMSDF,4 ETF-WMSDFp ETF-WMSDFc ETF-WMSDF, ETF-WMSDFy ETF-WMSDF CETF-MSDF
Iris 95.33+£3.40%  96.00£4.90%  96.00+3.40%  96.67+4.00%  96.00£2.49%  96.67+2.49% 96.67+2.12%
Wine 93.75+4.38%  94.23+£5.07%  93.87+3.26%  95.41+£2.96%  96.47+4.63%  96.47+3.00% 97.65+2.39%
Heart 83.70+£2.16%  83.33£2.03%  83.33+£2.16%  84.444+1.39%  84.44+6.35%  84.814+6.79% 87.41+2.30%
Parkinson’s 83.65+£6.38%  83.184+6.84%  82.66+8.54%  79.62+7.14%  80.024+5.65%  80.02+10.04% 83.00+3.51%
Australian  82.7742.85%  83.214+2.87%  83.084+3.11%  87.384+2.56%  86.35+2.78%  85.50+12.88% 88.84+8.77%
Average 87.84+3.83%  87.99+4.34%  87.79+4.09%  88.70+£3.61%  88.66+4.38%  88.69+7.04% 90.71+£3.82%

Table 4. Comparison of classification accuracies and standard deviations generated by different methods.

Classifiers ETF-based fusion methods

Dataset
NaB NMC kNN REPTree @ SVM SVM-RBF MIP RBFN kNN-DST NDC EvC ETE- CETE-
WMSDFp, MSDF
Iris 94.67% 90.67% 95.33%  92.00% 94.67% 94.67% 93.33% 92.67% 95.33% 94.00% 94.67% 96.67% 96.67%
Wine 95.51% 70.44% 70.19% 84.92% 96.62% 96.63% 94.93% 95.49% 93.84% 96.63% 97.17% 95.41% 97.65%
Heart 82.59% 60.37% 57.78%  70.74% 83.70% 82.96% 75.19% 81.85% 76.30% 82.59% 83.70% 84.44% 87.41%
Parkinson’s 68.75% 70.77% 83.02% 80.94% 70.13% 81.03% 74.39% 82.05% 78.01% 70.26% 81.64% 79.62% 83.00%
Australian 79.56% 64.21% 67.40% 80.59% 80.29% 79.86% 82.32% 82.61% 78.41% 80.01% 80.60% 87.38% 88.84%
Average 80.47% 67.63% 73.85% 79.18% 81.75% 83.06% 80.03% 84.10% 81.72% 81.25% 84.10% 88.70% 90.71%
Std 8.46% 13.00% 13.50% 7.71% 7.89% 6.15% 7.26% 4.30% 6.94% 7.62% 5.44% 6.49% 5.61%

respectively. Specifically, for CBBAs generation, a
transformation function of ¢ is employed to convert
the real values of the datasets into complex values.
Here, the 0 is a phase parameter varying within [0, 27].

Then, with reference to each testing instance, the
ETF-WMSDF and CETF-MSDF algorithms are applied
to fuse these generated BBAs and CBBAs, respectively,
and classify the testing instance to a certain pattern.
In addition, a five-fold cross validation is carried out:
80% of each dataset are randomly selected as training
instances, while the rest of 20% of each dataset serves as
the testing instances. We repeat this process five times,
and average the accuracies of all classes, in which the
results are summarized in Table 3.

It is noticed that the average classification accuracy
generated by ETF-WMSDF,, ETE-WMSDFg, ETF-
WMSDF,, ETF-WMSDF;, ETF-WMSDFg, ETF-
WMSDEF[, and CETF-MSDF algorithms over the five
UCI datasets are 87.844+3.83%, 87.994-4.34%, 87.79+
4.09%, 88.70+3.61%, 88.66+4.38%, 88.69+7.04%, and
90.71+£3.82%, respectively.

5.3.3 Comparison

The ETF-WMSDF and CETF-MSDF algorithms
with the best performance are compared with
several well-known related works to verify their
performances: 1) state-of-the-art classifiers:
Naive Bayes (NaB) [99], nearest mean classifier

(NMC) [100], kmnearest neighbor (kNN) [101],
Decision Tree (REPTree) [102], support vector
machine (SVM) [103], SVM with radial basis function
(SVM-RBF) [103], multilayer perceptron (MIP) [104],
and RBF network (RBEN) [105], and 2) evidence
theory framework-based fusion methods: k-nearest
neighbor DS theory (kNN-DST) [106], normal
distribution-based classifier (NDC) [107], and
evidential calibration (EvC) [62].

In this comparison experiment, the same five-fold cross
validation is carried out. The results of classification
accuracies in terms of different datasets obtained by
different methods are shown in Table 4, in which
the optimal performance is highlighted in bold. The
ETF-WMSDFp, algorithm has classification accuracies:
96.67%, 95.41%, 84.44%, 79.62%, and 87.38% in terms
of the Iris, Wine, Heart, Parkinson’s and Australian
datasets, respectively. The CETF-MSDF algorithm
has classification accuracies: 96.67%, 97.65%, 87.41%,
83.00%, and 88.84% in terms of the Iris, Heart,
Hepatitis, Parkinson’s and Australian datasets,
respectively. The CETF-MSDF algorithm obviously
outperforms ETF-WMSDF, algorithm as well as other
well-known methods for all but the Parkinson’s dataset.
For five UCI datasets, the NaB, NMC, kNN, REPTree,
SVM, SVM-RBF, MIP, RBEN, kNN-DST, NDC, EvC,
and ETF-WMSDF, algorithms have the following
average classification accuracies: 84.22%=+10.00%,
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Table 5. Comparison of different accuracies from the maximal accuracy in terms of different datasets.

Classifiers ETF-based fusion methods

Dataset

NaB NMC kNN REPTree SVM SVM-RBF  MIP RBFN kNN-DST NDC  EvC ETF-  CETF-

WMSDFp MSDF

Iris 2.00% 6.00% 1.34%  4.67% 2.00% 2.00% 3.34% 4.00% 1.34% 2.67% 2.00% 0.00% 0.00%
Wine 2.14% 27.21% 27.46% 12.73% 1.03% 1.02% 2.72% 2.16% 3.81% 1.02% 0.48% 2.24% 0.00%
Heart 4.82% 27.04% 29.63% 16.67% 3.71% 4.45% 12.22% 5.56% 11.11% 4.82% 3.71% 2.97% 0.00%
Parkinson’s 14.27% 12.25% 0.00%  2.08% 12.89% 1.99% 8.63% 0.97% 5.01% 12.76% 1.38% 3.40% 0.02%
Australian  9.28% 24.63% 21.44%  8.25% 8.55% 898% 6.52% 6.23% 10.43% 8.83% 8.24% 1.46% 0.00%
Accumulate 32.50% 97.12% 79.86%  44.39% 28.17%  18.43% 33.42% 18.91% 31.69% 30.09% 15.80% 10.07% 0.02%
71.29%+10.45%, 74.74%=+13.07%, 81.84%=%6.90%, an interpretable manner at an early stage, just like the
85.08%+9.73%,  87.03%+7.13%,  84.03%=+8.71%, magnitude.
86.93%+5.91%,  84.38%+8.38%,  84.70%=£9.63%,

87.56%+6.95%, and 88.70%16.49%. However, the
CETF-MSDF algorithm has 90.71%%5.61% average
classification accuracy, which is higher than those of
the other methods. These results demonstrate that
the CETF-MSDF algorithm has the highest average
classification accuracy over these five UCI datasets.

In addition, the differences between the average
classification accuracy of each method and that of the
optimal performance are calculated in Table 5. The
differences across five datasets are accumulated for
further evaluation of their relative performance. As
shown in Figure 2, the overall accumulated difference
across the five datasets for the CETF-MSDF algorithm
is only 0.02%. However, the NaB, NMC, kNN, REPTree,
SVM, SVM-RBF, MIP, RBEN, kNN-DST, NDC, EvC
and ETF-WMSDFp, algorithms have total accumulated
differences of 32.50%, 97.12%, 79.86%, 44.39%, 28.17%,
18.43%, 33.42%, 18.91%, 31.69%, 30.09%, 15.80% and
10.07%, respectively. These results reveal that the
superiority of the CETE-MSDF algorithm.

The proposed CETF-MSDF algorithm outperforms
other methods because it utilizes CBBA to effectively
model and enhance data features through the phase
parameter on the occasion of generating CBBAs. To
be specific, by fusing appropriate CBBAs expressed
by complex numbers, constructive interference will
be produced to strengthen modeling data features.
Nevertheless, the computational complexity of the
CETF-MSDF algorithm is higher comparing with
these related methods, which limits its applicability
in real-time scenarios. However, in scenarios where
accuracy is critical or in certain complex number-based
situations, the proposed CETF-MSDF algorithm
is the preferred choice. To further improve the
processing efficiency of the proposed algorithm for
real-time applications, the phase can be modeled in
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6 Challenges and future research

directions

open

In this section, several challenges and open future
research directions are summarized and discussed.

6.1 (C)BBA generation with large, heterogeneous
and multi-modal data

As science and technology continue to develop, many
applications have become heterogeneous sensor-based,
so large, heterogeneous and multi-modal data are
inevitable [108]. These data have the characteristics
of large volume, high variety, but low value. How to
generate appropriate BBAs, and even CBBAs, with
these large, heterogeneous and multi-modal data
to facilitate decisions is a challenging problem in
data fusion. It remains an open issue to fuse such
heterogeneous and multidimension data.

6.2 Combination of dependent evidence

As discussed in a previous section, DRC in DSET
and the CECR in CET require independence among
multiple pieces of evidence. However, dependency
among some types of data is unavoidable. Several
researchers have studied the fusion of dependent
evidence from the perspective of combination rule
modification and belief structure improvement, but
some limitations of these methods restrict their
application in data fusion. Therefore, it is necessary to
consider how to determine the degree of dependence
and how to develop the classical and complex evidence
combination rules to fuse dependent evidence.

6.3 Conflict management

In evidence theory, when fusing conflicting data, the
classical DRC and CECR may generate counterintuitive
results, which impacts the effectiveness of these
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Figure 2. Comparison of accumulated differences from maximal accuracy for different methods.

combination rules in real-world applications of data
fusion. In recent decades, the problem of conflict
management in the classical DRC has been extensively
studied and discussed. Various methods have
been proposed, as discussed in Section 3. Careful
summary and analysis indicates that no distinct
conclusions have been reached. Different applications
may require different or even hybrid solutions to
manage the conflicting information according to the
specific situation, especially for large, heterogeneous
and multi-modal data. Furthermore, the current
presentation of the CECR in CET requires new
strategies to measure and manage conflicts from
multisource data modeled in a complex plane.

6.4 Open world

The other limitation of evidence theory is that
its FOD must be fully complete. However, in
real-world applications, the targets to be detected
may be unknown, for example, the detection of
unknown diseases, recognition of aircraft types,
and classification of unknown elements. Recently,
Xiao [109] proposes a generalized quantum evidence
theory (GQET) based on a quantum mechanical

framework. GQET can facilitate the uncertainty
reasoning of data fusion not only in the closed world
(when the squared amplitude of the generalized
quantum basic belief assignment for the empty set is
zero |Qui(|0))* = 0, indicating the FOD is complete),
but also in the open world (when the squared
amplitude of the generalized quantum basic belief
assignment for the empty set is nonzero |Qu (|0))|? > 0,
indicating the FOD is incomplete). Particularly, in a
closed world, GQET degenerates, called as quantum
evidence theory (QET) [109]. In summary, it provides
a prospective method to uncertainty representation
and reasoning in both of closed and open worlds.
Hence, when the FOD is incomplete due to limited
knowledge, how to select an appropriate theory,
design the combination rule and manage conflicts
from multisource data deserve further research and
solutions.

6.5 Complexity and real time

In evidence theory, as the number of FODs increases,
the power set of the FOD will increase exponentially;
how to fuse evidence under an FOD with an abundance
of elements remains an open issue. On the other
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hand, big data has the characteristic of high velocity.
The integration of evidence theory for real-time
applications requires effective solutions. Our recent
work has proposed a novel quantum Dempster’s rule
of combination, which constructs quantum circuits
using quantum logical gates, significantly reducing
the computational complexity of Dempster’s rule of
combination without information loss. This approach
offers a promising way to handle such complexity
and real-time challenges, making it worthy of further
investigation.

7 Conclusion

In this paper, we conducted a comprehensive review
of the literature on Dempster-Shafer evidence theory
(DSET) for data fusion. We first introduced the
basis concepts and knowledge of classical DSET
and studied the axioms of Dempster’s rule of
combination and the characteristics and restraints
of DSET. We further provided a review of the
classical DSET and its extensions, collectively referred
to as classical evidence theory, for data fusion
from three aspects, namely, uncertainty modeling,
fusion, and decision making. Particularly, in the
fusion section, three main kinds of solutions for
evidence theory-based data fusion were summarized,
including evidential combination rule-based data
fusion, evidence pretreatment-based data fusion, and
other hybrid evidential conflict models for data
fusion, and the typical methods and techniques were
described. Next, we studied complex evidence theory
for data fusion that benefits from the frame of complex
plane modelling in both closed world and open
world contexts. Furthermore, we presented classical
and complex evidence theory framework-based
multisource data fusion algorithms, which were
applied to pattern classification. Through comparison
with other well-known methods, complex evidence
theory framework-based multisource data fusion
algorithm showed its superiority to handle pattern
classification problem in the complex plane. It also
revealed the applicability and limitation of complex
evidence theory framework-based multisource data
fusion algorithm. On the basis of this survey, analysis
and discussion, we present a number of challenges and
open issues to help guide future research directions
on evidence theory-based data fusion.
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