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Abstract
The rapid advancement in machine learning
and artificial intelligence has significantly
enhanced capabilities in multimedia content
creation, particularly in the domain of deepfake
generation. Deepfakes leverage complex neural
networks to create hyper-realistic manipulated
audio-visual content, raising profound ethical,
societal, and security concerns. This paper presents
a comprehensive survey of contemporary trends
in deepfake video research, focusing on both
generation and detection methodologies. The
study categorizes deepfakes into three primary
types: facial manipulation, lip-synchronization,
and audio deepfakes, further subdividing them
into face swapping, face generation, attribute
manipulation, puppeteering, speech generation,
and voice conversion. For each type, the paper
reviews cutting-edge generation techniques,
including StyleGANs, variational autoencoders,
and various speech synthesis models. It also
presents an in-depth analysis of detection
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methods, highlighting both traditional handcrafted
feature-based approaches and modern deep
learning frameworks utilizing CNNs, RNNs,
attention mechanisms, and hybrid transformer
models. Thepaper evaluates thesemethods in terms
of performance, generalization, robustness, and
limitations against evolving deepfake techniques.
The survey identifies significant challenges
such as vulnerability to adversarial attacks,
lack of generalized models, and dependency
on high-quality training data. The insights
provided aim to aid researchers and practitioners
in developing more robust detection mechanisms
and understanding the landscape of deepfake
threats and countermeasures. Ultimately, this study
contributes to the growing body of literature by
mapping current trends and suggesting potential
avenues for future research in combating deepfake
proliferation.
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1 Introduction
The advent of personal computing has democratized
video editing, making it widely accessible to the
general public. The fields of photographic, audio, and
video content creation and editing have undergone
transformative changes due to advancements in
artificial intelligence (AI) and machine learning (ML)
algorithms. These technologies have had a profound
impact on image processing, enabling capabilities such
as enhancing image quality, noise reduction, color
correction, and the generation of realistic visual effects
[16]. The sophistication and accessibility of image
processing techniques have significantly evolved,
empowering both professionals and amateurs with
tools that range from simple filters and modifications
to advanced object removal and scene reconstruction.
However, the rise of deepfake videos has introduced
ethical dilemmas and potential risks. Deepfakes,
which can generate highly realistic but fraudulent
content, raise serious concerns about misinformation,
declining public trust in visual media, and misuse
for malicious purposes such as fabricated evidence,
revenge pornography, and political manipulation [82].
Numerous applications and software have emerged,
enabling the public to create realistic deepfake
images and videos. These tools pose substantial
risks, including undermining the credibility of
information sources, disrupting political processes,
and harming individuals. For instance, in 2017, a
Reddit user named “Deepfake” initiated a forum
for distributing pornographic content created
by swapping actors’ faces, leading to significant
reputational damage for public figures [62]. Similarly,
in 2018, BuzzFeed showcased a video of Barack
Obama delivering a public service announcement
about deepfake technology, but the voice and
expressions were generated through actor Jordan
Peele’s audio manipulation [28]. Since then,
deepfake technology has advanced rapidly, becoming
increasingly accessible through free smartphone
applications such as FakeApp [2], ReFace [7], and
ZAO [8]. Dedicated software like FaceSwap [3] and
DeepFaceLab [4] further enables enthusiasts to create
professional-grade fabricated visuals and audio.
In addition to altering visual content, audio deepfakes
have also demonstrated their potential for harm.
Advanced speech synthesis techniques, including
Tacotron [154], Deep Voice [20], and WaveNet [112],
have made it easier to produce highly realistic fake
voices. Such technologies have already facilitated
significant incidents, such as a 2019 financial fraud

where a CEO was tricked into transferring $243,000
by an audio deepfake imitating their voice [52]. The
ability to impersonate influential voices poses severe
threats to national security [19].
This paper aims to provide a comprehensive
comparative analysis of state-of-the-art deepfake
generation and detection systems. By examining
these systems’ performance across various categories,
this study seeks to enhance the understanding of
deepfake technology and identify potential areas for
improvement to mitigate associated risks effectively.
This manuscript provides a comprehensive and
structured review of the current landscape in deepfake
technology, with key contributions outlined as follows:
• Categorization of Deepfakes: Introduced a

structured classification into facial manipulations,
lip-synchronization, and audio deepfakes, with
further granular distinctions (e.g., face swapping,
voice conversion).

• Survey of Generation Techniques: Reviewed
state-of-the-art generation models including
StyleGAN, WaveNet, Tacotron, and other
GAN-based architectures used for both image
and audio manipulation.

• Survey of Detection Techniques: Analyzed
both traditional (e.g., SVM, optical flow) and
deep-learning-based detection techniques (e.g.,
CNNs, RNNs, transformers, hybrid models).

• Comparative Analysis: Compared performance
metrics, dataset usage, robustness, and
vulnerabilities of various generation and
detection methods.

• Identification of Limitations: Highlighted
challenges such as generalization to unseen data,
adversarial resistance, and data dependence.

• Future Research Directions: Proposed the need
for multi-modal detection, larger and more
diverse datasets, adversarially robust models, and
real-time detection systems.

• Practical Relevance: Provided use cases and
real-world examples (e.g., fake political videos,
financial scams) to emphasize the urgency of
effective countermeasures.

2 Audio-Visual Deepfakes Categorization
Deepfake videos, a product of advanced machine
learning techniques, expose various categorizations
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according to their unique characteristics and intended
purposes. Various types of deepfake videos, each
performing a particular function or producing a
specific effect using advanced algorithms to modify
and synthesize visual and audio content. The
visual representation of data on mobile devices to
manipulate information is also important that can
further enhanced to interact with visual deepfake
[68, 71]. The categorization is presented in Figure 1
and briefly discussed below:

Figure 1. Audio-visual Deepfake categorization.

2.1 Facial Manipulation
Manipulation of facial features, each of which focuses
on different aspects of facial transformation, can be
grouped into four main categories, such as:
1. Face Swapping

Face Swapping, often called face exchange, is a
technique that exchanges one individual’s face
with another individual in an image or video. This
technique analyzes and modifies facial features
using advanced algorithms and deep learning
models, resulting in a seamless and realistic
transformation. Applications like FakeApp [2],
ZAO [8], ReFace [7], and FaceSwap [3] have
become well-known for producing convincing
Face swapping-based deepfake.

2. Face Generation

Face generation refers to generating realistic and
aesthetic human faces that cannot be found in
reality but have natural and human-like features.
This technique generates entire face images using
VAEs [80] and GANs [44] such as the StyleGAN
[65] method. VAE, also known as variational
autoencoders, can learn the underlying latent
space of facial features from a dataset.

3. Attributes Manipulation

Face attribute manipulation involves changing
certain facial features, such as modifying the

person’s age, hair, gender, or skin color, and the
inclusion of eyewear. This method frequently
makes use of GAN, such as StarGAN [34].
FaceApp [1] and other publicly availableAI-based
face editing software have grown in popularity
because they provide user-friendly tools for
changing the appearance of facial features in
images.

4. Puppeteering
Puppeteering referred to as face reenactment,
is a method during which the movement and
expression of an individual in a source video are
passed to the target video, giving the impression
that the individual in the target video is being
controlled like a puppet by the action of the
individual in the source video. However, this
category’s most frequently used technique is
Neural texture [141] and Face2Face [142].

2.2 lip-synchronization
The technology of lip-synchronization deepfakes is
a remarkable development in artificial intelligence
and visual manipulation. Specifically, this type of
deepfake technology concentrates on producing highly
realistic synchronization between audio and video,
thus giving the impression that the person in the video
genuinely speaks the words heard in the audio [13].
Developing a convincing deepfake with synchronized
lip movement involves analyzing the audio for words’
phonetic and timing details while using sophisticated
computer vision algorithms to detect facial landmarks
in the target individual’s video. Through this stage,
the movements of the jaw, lips, and other facial
attributes are detected and precisely tracked. The
phonetic and timing data obtained from the audio is
aligned with the associated lip movements identified
in the video using machine learning models like
RNNs [162] and TCNs [187]. The lip movements
are synthesized to match the timing of the audio and
then combined with the original video to create a
believable lip-synchronization deepfake [187]. There
exist two approaches for developing talking heads
that are synchronized with audio. One approach
involves generating an entire individual’s head as
they speak, utilizing various techniques including
2D [32] or 3D [192] features and 3D meshes [31].
Nevertheless, this methodology’s significant challenge
is the uncertainty and imprecision related to these
representations. When these methods are applied
to scenarios specific to an individual [60, 136], these
methods often produce poor results when used on
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different people or audio sources. Neural Radiance
Field (NeRF) is used in person-specific [140], and
[49] modeling for talking head generation. Although
this approach shows potential in generating believable
talking heads for specific individuals, it has a drawback
when driven by audio from another individual. The
second approach is centered on synchronizing only
the movement of the mouth while retaining other
facial features in the video. This approach focuses on
accurately animating the mouth movement to match
the audio while preserving the person’s identity in
the video. Several methods have shown encouraging
outcomes in achieving realistic lip-synchronization
effects.

2.3 Audio Deepfake
In the present era, the domain of AI has made
remarkable progress in the advancement of speech
[75, 119], and voice-altering [186] technologies that
are increasingly realistic and closely resemble human
speech patterns. However, there are concerns about
its misuse, one primary concern is the creation of
an audio deepfake, where individuals can modify
or create fake audio that appears to be from a
genuine person [53]. The extensive amount of voice
recordings shared on the internet has presented a
challenge in detecting counterfeit audio. A growing
concern is that audio deepfake attacks are no longer
limited to individuals and organizations but also
target high-profile politicians. The political danger
presented by audio deepfake to political environments
is of great concern, as it can significant unrest,
confusion, and erosion of public trust [5]. To overcome
these obstacles, researchers are making unceasing
efforts to develop advanced and reliable methods for
detecting audio content [96, 167, 174, 175]. Automated
tools capable of recognizing indications of tempering,
unusual artifacts, and discrepancies in audio patterns
are being developed to counter the proliferation of
audio deepfakes [93, 105, 171, 176, 193]. There are
currently two distinct classes of audio deepfake, these
classes present an ever-increasing set of challenges and
difficulties regarding their identification.

• Speech Generation

Speech generation, a widely recognized
technological advancement often known as
Text-To-Speech (TTS), is a technology that utilizes
software or hardware systems to artificially
generate speech that simulates human speech
patterns [138].

• Voice Conversion

Voice conversion (VC) is a complex process
that serves to modify the speech attributes of
an individual in such a way as to make it
sound like the speech of another individual
without modifying the original linguistic content.
The primary objective of voice conversion is
to manipulate a speaker’s voice identity while
maintaining the spoken message’s integrity [186].

Tables 1, 2, 3 and 4 present a descriptive and overview
of the deepfake generation techniques.

3 Literature Review
This section presents a comprehensive analysis of
state-of-the-art techniques utilized for detecting
and identifying audio-visual deepfakes. It offers a
detailed review of detection approaches for each
type of deepfake to enhance understanding of
diverse methodologies from different type of review
studies, such as [69, 70, 73]. The analysis critically
evaluates the existing literature, encompassing
technological strengths, limitations, and challenges.
These deepfakes can be classified into three primary
categories: facial manipulation, lip sync, and audio
deepfake. The categorization was done to facilitate a
better understanding of the technique employed to
identify such manipulations.

3.1 Facial Manipulation Detection
Facial manipulation techniques comprise diverse
methods that modify facial features or expressions
in visual media. Detecting these manipulations is
essential to ensure the authenticity of such content.
This section provides an in-depth analysis and
understanding of state-of-the-art techniques to detect
facial manipulations, highlighting strengths and
limitations.

3.1.1 Face Swapping Detection
Face swapping replaces a person’s face in an image
or video. Deep-learning algorithms are used to
analyze and modify facial features for realistic
transformations. The detection of this manipulation
necessitates analyzing subtle inconsistencies between
facial features. Traditional methods used facial
landmarks and handcrafted features for comparison,
but deep-learning methodologies have improved
detection accuracy.

Traditional Methods
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Table 1. A descriptive overview of DeepFake generation techniques.
Reference Description

Face Swapping Generation Techniques

Xu et al. [163]
The utilization of various loss functions during the training procedure of MobileFaceSwap has
the potential to cause instability and the emergence of artifacts, owing to the absence of a paired
ground truth for the constraint.

Xu et al. [164]
This framework relies on StyleGAN2, which might have limitations in preserving spatial
information when transforming faces into latent vectors. The Swapping-Driven Mask branch
in StyleSwap might not always achieve optimal information fusion, resulting in suboptimal
face-swapping outcomes.

Kim et al. [76]
The limitation of this method is that when dealing with complex settings or visuals with
obstructions like eyeglasses or partial obstructions of the face, it may encounter challenges in
managing these situations, resulting in inaccurate or incomplete exchanges.

Jiang et al. [61] Its limited ability to handle occlusions, its inability to remove glasses from the source image,
and its challenges in restoring complex illuminations.

Yoo et al. [179]
The self-supervised training approach employed by FastSwap may not capture all the intricacies
and variations in face attributes, thus presenting potential limitations in the realm of attribute
editing.

Zhu et al. [194] Struggle with extreme variation in facial shape and occlusions.
Yoo et al. [178] Computational Constraints. Struggles when the source and target have significantly different

facial structures.
Wang et al. [153] Occluded or side views may result in decreased performance because of the reliance on frontal

image quality.
Face-Synthesis Generation Techniques

Yin et al. [177]

The utilization of imperfect GAN inversion for attribute editing can result in errors in
reconstruction and a loss in the fidelity of textures. At the same time, the challenges in managing
facial occlusion can lead to anomalies in obstructed regions. The limitations of StyleGAN give
rise to issues of texture-sticking, thereby impacting the coherence of facial components in the
generated videos.

Nagahara et al.
[106] The main drawback of this method lies in the compromised quality of the reconstructed frames.

Ye et al. [173] Occasionally, occasional fluctuations may result in artifacts, such as shaking hairs, in the
generated landmarks sequences.

Kim et al. [78] The absence of 3D uniformity across different poses, and the necessity to balance label
consistency and diversity.

Attribute Manipulation Generation Techniques

Kwak et al. [111]
The linear relationship assumption utilized in OLS regression can impose certain constraints
when applied to attribute fitting. The OLS performance is limited when modifying specific
attributes, such as age, and can lead to unpredictable output details.

Shao et al. [131] CCFAM demonstrates the ability to generate more disentangled edits on real faces. However,
achieving complete disentanglement of attributes remains a challenging task.

Pernus et al. [117] In comparison to encoder-decoder techniques, MaskFaceGAN operates at a slower pace. It may
generate inconsistent outcomes for certain attributes.

Puppeteering generation techniques

Thies et al. [142]
Face occlusions, such as hair and beard, and sparse mouth behavior data cause temporal aliasing
issues. Real-time performance is affected by hardware-induced delays, but specialized hardware
is not used for accessibility purposes.

Wang et al. [147] Occasional distortions or unrealistic details can persist, particularly when dealing with complex
expressions.

Solanki et al. [133]
Their system’s accuracy relies on collecting different facial expressions from each subject to
train the Expression Decoder Network. However, this limits its effectiveness when access to
varied training data is restricted or unavailable for certain individuals.

Li et al. [88] The quality of facial expressions depends on face alignment methods and is affected by complex
backgrounds, necessitatingmethod refinement and larger training datasets for better adaptation.

Zhang et al. [184] presented a methodology intending
to identify swapped faces using the SURF descriptor.

This local feature extraction technique extracts unique
key points and patterns in images. The method
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Table 2. A descriptive overview of DeepFake generation techniques - continued.
Reference Description

Lip-Sync generation techniques
Prajwal et al. [120] The generative model is built on low-quality images, potentially leading to blurry output.

Park et al. [115]
Increasing the number of slots beyond a specific point could potentially have an adverse influence
on performance, suggesting a compromise between the number of slots and the efficiency or
effectiveness of the model.

Wu et al. [159] Performance is strongly dependent on the training data’s quality and diversity.

Guan et al. [45]
It is limited in its capacity to alter the position of the head and facial expressions due to constraints
imposed by fixed masks. On certain occasions, individuals with large jaw sizes may exceed the
boundaries of the mask, resulting in a compromise in visual coherence.

Zhong et al. [190] Style aggregation quality is decreased by poor or short video reference.
Bao et al. [22] Requires clear segmentation of the mouth and neck and is not tested in extreme poses or

occlusions.
Speech Synthesis Generation Techniques

Sarfjoo et al. [127]
The absence of proper conditioning on textual data may lead to the production of fictitious yet
linguistically plausible terms that may initially appear authentic but are unnatural upon closer
inspection.

Wang et al. [154] The training process of Tacotron may necessitate significant engineering due to the complexity
of modern TTS design.

Vecino et al. [144] The enhancement in computational resources due to LE2E has the potential to undermine its
overall performance.

Kang et al. [63] The potential drawback of emotional expressiveness and speech quality could be considered as
a noteworthy constraint.

Saito et al. [124] Potential hallucinations of ChatGPT responses have the potential to exert an influence on the
quality and reliability of synthesized speech.

Baas et al. [21]
ASGAN is limited to producing utterances with a predetermined length and encounters
difficulty in generating cohesive complete sentences when faced with datasets containing longer
utterances.

Lyth et al. [95] 1) The model struggles to control reverberation precisely.
Tan et al. [137] Limited to English speech

Voice Conversion Techniques

Kim et al. [77]
There is still a need to improve the processing of unfamiliar speakers and utterances. The
residual encoder employed in ASSEM-VC faces challenges when it comes to accurately encoding
the intonation of unfamiliar speakers, resulting in diminished MOS.

Tanaka et al. [139] Their model still requires careful hyperparameter tuning to achieve optimal results.

Yang et al. [170]
Its performance is not consistently the best across all metrics. Their system performance is
comparable to other systems such as S3PRLVC AND S2VC, showing that it is equivalent rather
than much superior.

Zhang et al. [182] The model was only evaluated on English-Spanish. GPU memory limitations resulted in the
utilization of only three reference utterances.

Kumar et al. [84] Generalization is reduced by poorly handling rare emotions and overfitting to common ones.

achieved satisfactory performance for face swap
images but struggled with more complex manipulated
videos. Matern et al. [99] presented an approach
for deepfake detection that relies on the utilization
of absent features in the region of the eye and teeth,
such as missing reflections and details. However, this
approach is only applicable to images that meet certain
prerequisites, such as open eyes and visible teeth.
Yang et al. [172] approximated the 3D orientation
of the head to identify face-swapped deepfakes, but
the technique’s performance was compromised in
cases of blurred images or variation in landmark

orientations, which decreased the efficiency. Kharbat
et al. [74] proposed a methodology for detecting
deepfakes that utilizes the inconsistency arising from
boundary effects. This method could face difficulties
in detecting deepfakes that are highly complex and
created using advanced techniques. Guera et al. [47]
method centered on identifying AI-generated faces
within the video. They used multimedia stream
descriptors to extract features from individual video
frames. This approach has shown effectiveness in
detecting manipulated faces within the video. Despite
this, the approach has faced challenges when altering
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Table 3. A overview of DeepFake generation techniques
Reference Datasets Features Techniques

Face Swapping Generation Techniques
Xu et al. [163] FaceForensics++ [123], VGGFace2 [29] DeepFeatures MobileFaceSwap
Xu et al. [164] VGGFace [116], Faceforensics++ [123],

Vox-Celeb2 [134], CelebA-HQ [64] DeepFeatures StyleSwap
Kim et al. [76] FFHQ, VGGFace2 [29] DeepFeatures Smooth-Swap
Jiang et al. [61] FFHQ, CelebAMask-HQ [87],

FaceForensics++ [123] DeepFeatures StyleIPSB
Yoo et al. [179] Vox-Celeb2 [134] DeepFeatures FastSwap
Zhu et al. [194] FFHQ (Flickr-Faces-HQ) [118],

FaceForensics++ (FF++) [123] DeepFeatures StableSwap (Reversible
Autoencoder (VQGAN))

Yoo et al. [178] CelebA-HQ [64], FF++ [123]
Pose, expression, shape,
and semantic details,
Identity Features

InFS (Inversion-based
Face Swapping)

Wang et al. [153] CelebA-HQ [64], LFW [56] Deep Features NullSwap
Face-Synthesis Generation Techniques

Yin et al. [177] VoxCeleb [107], HDTF [185],
CelebA-HQ [64] DeepFeatures StyleHEAT

Nagahara et al.
[106] WFLW [158] 98 points facial landmarks

Video Coding Framework
(HRNet, VSBNet & VVC
encoder & decoder)

Ye et al. [173] Lrs3-ted [11] 3D-Landmarks GeneFace

Kim et al. [78]
CASIA-WebFace [55], LFW [56],
CFP-FP [129], CPLFW [188], AgeDB
[104], CALFW [189]

DeepFeatures DCFace

Attribute Manipulation Generation Techniques
Kwak et al. [111] Celeb-A [94], AffectNet [103] DeepFeatures IricGAN
Shao et al. [131] Own dataset DeepFeatures CCFAM
Pernus et al. [117] FFHQ, FRGC [118], XM2VTS [102],

SiblingsDB-HQf [145] DeepFeatures MaskFaceGAN
Puppeteering generation techniques

Thies et al. [142] Customized Facial Landmarks
Features Face2Face

Wang et al. [147] AffectNET [103] 17 AUs U-Net-based Generator
with multi-attention gate

Kumar et al. [133] Own Dataset DeepFeatures DFM
Li et al. [88] CelebA [94], Internet-Searched,

CAS-PEAL [43] SIFT, PCA-SIFT SC-GAN
Lip-Sync generation techniques

Prajwal et al. [120] LRS2 [10], LRS3 [11], LRW [150] Mel-spectrogram
representation Wav2Lip

Park et al. [115] LRW [150], LRS2 [10] Lip motion features,
Spectrogram SyncTalkFace

Wu et al. [159] LRS2 [10], VoxCeleb2 [134] Mouth Region,
DeepFeatures Speech2Lip

Guan et al. [45] VoxCeleb2 [134], LRW [150] DeepFeatures StyleSync

Zhong et al. [190] VoxCeleb [107], HDTF [185]
13 expression parameters
related to mouth motion
(3DMM)

StyleSync

Bao et al. [22] VoxCeleb2 [134], In-the-wild videos MFCC, Facial Landmark
Points, mouth area masks

Modulated Inpainting
Lip-sync GAN
architecture (MILG)

the video’s encoded parameters.

Deep-Learning-Based Methods

Numerous research studies have employed deep
learning methodologies to detect manipulated videos
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Table 4. A overview of DeepFake generation techniques - continued.
Reference Datasets Features Techniques

Speech Synthesis Generation Techniques
Sarfjoo et al. [127] VCTK(44hrs) Linguistic features,

Frequency, Log f0 WaveNet

Wang et al. [154] Internal North American English(24.6
hrs) DeepFeatures Tacotron

Vecino et al. [144] LJSpeech (24hrs) [6] Acoustic latent Lightweight E2E-TTS
Kang et al. [63] Multi-Speaker [181] Identity and emotional

features ZET-Speech
Saito et al. [124] Own dataset DeepFeatures ChatGPT-EDSS
Baas et al. [21] SC09 DeepFeatures ASGAN

Lyth et al. [95]
Multilingual LibriSpeech (MLS) [121],
LibriTTS-R [81], EdAcc [126], VCTK
[127], and VoxPopuli English subset
[146]

Accent Labels, Pitch and
Speaking Rate, Natural
Language Metadata

Adapted AudioCraft
model + DAC codec +
Cross-attention

Tan et al. [137] LJSpeech [6], VCTK [127], News-Crawl
Text Corpus

Phoneme Sequences,
Frame-Level Latent
Representations,
Duration, F0, Prosody

NaturalSpeech

Voice Conversion Techniques
Kim et al. [77] VCTK [127], LibriTTS [181] PPG, Cotatron ASSEM-VC
Tanaka et al. [139] Japanese speech dataset [86] Phonetic information PRVAE-VC
Yang et al. [170] VCTK [127], CMU ARCTIC [170] Mel-S3R representation Mel-S3R VC, VQ-VAE

Zhang et al. [182]
LibriTTS [81], Multilingual LibriSpeech
[121], VCTK [127], M-AILABS
(Spanish)

Deep Features RefXVC(cross-lingual
voice conversion)

Kumar et al. [84] Emo V-DB, CREMA-D [132]

Mel-spectrograms, Pitch
and Energy, Phoneme
Sequences, Speaker
Embeddings, Emotion
Embeddings, Intensity
Embeddings

Emotional VC
(sequence-to-sequence
encoder-decoder model)
with intensity Control
Module and Mixed
Embeddings technique

created using face-swapping techniques. David Guera
and Edward J. Delp [48] presented an approach based
on CNN to detect fake videos. The approach extracted
features at the frame level and used RNN to detect
fake videos. Despite the promising result obtained
with this method, it was restricted to a short video
duration of 2 seconds. Li et al. [91] used the Dlib
software package to detect faces and extract face
regions from the original image and then trained
the four CNN models for detecting the presence
of manipulated content in videos. Although this
method effectively detects manipulated content, it
faces difficulty in detecting videos that have undergone
multiple rounds of compression. Li et al. [90]
proposed a method that identified inaccurate eye
blinking in manipulated faces as an indication of
counterfeiting. Although this technique improves
detection accuracy, its effectiveness is limited to
scenarios where the lack of eye blinking is the only
sign of forgery. Nguyen et al. [110] developed a

convolutional neural network utilizing multitasking
learning to detect manipulated images and videos and
accurately identify manipulated regions. The network
demonstrates its adaptability to unknown attacks
through the fine-tuning process that requires only
limited data, but complex manipulations may result
in misclassification and inaccurate segmentations.
Agarwal et al. [12] introduced a forensic technique
integrating facial and behavioral biometrics to detect
face-swap manipulations. Although this technique
effectively detects face swap, it may not be generalized
well to lip-sync-based deepfakes. Bonettini et al. [26]
proposed a modified version of EfficientNetB4 with
the integration of the attention mechanism. The
models are trained using both the end-to-end and
Siamese training paradigms. The proposed method
improved the performance, but the network may be
susceptible to adversarial attacks. Ismail et al. [58]
proposed a new technique called YOLO-CRNNs to
detect face-swapped deepfake videos using spatial and
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temporal features from facial regions. The method
surpasses current state-of-the-art but has limitations in
keeping up with evolving deepfake techniques. Kim et
al. [79] proposed FReTAL, a method based on transfer
learning that leverages Representation learning (ReL)
and Knowledge Distillation (KD) paradigms to
detect deepfakes effectively. The limitation of this
approach is that it assumes that similar features
exist between different types of deepfake, which
may not always hold true. Coccomini et al. [35]
combined mixed convolutional-transformer networks,
specifically EfficientNet B0, to extract features and
vision transformers for global understanding; the
method achieved exceptional outcomes without
relying on distillation. Moreover, the paper presented
a practical voting scheme for multi-face videos to
detect manipulations. The voting scheme assumes
that the face identifiers accurately represent the
individual actors in the video, which may not always
be true. Khan et al. [72] introduced a hybrid
transformer network for deepfake detection, which
demonstrates competitive outcomes. However, the
model’s ability to generalize to real-world scenarios
requires confirmation. Huang et al. [54] present
a new way to identify face swapping by focusing
on implicit identity. The framework uses a CNN to
embed facial images into the implicit identity space.
The results are promising but there are limitations
in detecting advanced face-swapping techniques and
real-world applicability. Sun et al. [135] introduced
FakeTracer, which adopts a proactive approach to
detect face-swap deepfakes by implanting traces
during training. The identification and analysis of
these traces serve as an effective means of detecting
and exposing face-swapped deepfakes. This approach
assumes deepfake models will create noticeable traces.
However, more advanced techniques may avoid these
traces. The method’s effectiveness depends on the
quality and capabilities of deepfake models, which
could lead to false results. Zhou et al. [191]
presented IIN-FFD (Intra-Inter Network for Face
Forgery Detection), which utilizes supervised and
self-supervised learning to identify different forgeries’
shared and unique characteristics. It achieved better
accuracy and generalization to unknown forgeries;
however, it struggles in extracting similar features
across diverse forgery datasets with non-overlapping
artifacts. Nawaz et al. [109] utilized a modified
Inception-Swish-ResNet-v2 CNN for spatial feature
extraction and a Bi-LSTM for temporal features.
Grad-CAM-based explainability helped it achieve
great accuracy and robustness. However, the

performance dropped in Cross-Dataset testing.

3.1.2 Face Generation Detection
Traditional Methods

Traditional methods have played a crucial role in
detecting and mitigating the potential risk associated
with face generation. McCloskey et al. [101]
drew attention to the evident differences in color
treatment between images originating from camera
sensors versus those that GANs [44] create. The
study focused on extracting color characteristics and
using SVM to differentiate between authentic and
artificially created images. However, this method
has limitations when facing compression and larger
training datasets. Guarnera et al. [46] introduced
an EM algorithm-based approach using key points as
image markers, and trained classification models like
K-nearest neighbors, SVM, and LDA. The technique
shows potential in detecting AI-generated images, but
compressed imagesmay impact its accuracy. Yang et al.
[172] proposed a technique to detect GAN-generated
images by carefully analyzing facial landmark points.
The technique achieved impressive accuracy. However,
the effectiveness of this technique may be decreased
when dealing with advanced GAN models. Matern
et al. [99] used eye color differences, extracting
color features and computing dissimilarity measures.
This method relies on the assumption of consistent
differences in eye color for generated faces, which may
not hold true for modern generating techniques.
Deep-Learning-Based Methods

The implementation of deep learning methods
has brought a significant transformation in the
field of face synthesis detection. Dang et al.
[36] introduced the CGFace model to distinguish
computer-generated faces from real ones utilizing
customized Convolutional Neural Network (CNN)
architecture. The model’s capability to accurately
identify images from novel and unfamiliar GAN
models, which were not encountered during the
training phase, may be limited. Nataraj et al. [108]
proposed a method combining co-occurrence matrices
and deep learning to detect GAN-generated fake
images, showing its effectiveness on different GAN
datasets. However, the method’s performance is
reduced in categories with JPEG compression. Barni et
al. [23] presented amethod using CNNs to distinguish
between GANs [44] and genuine images, focusing
on synthetic face images. The method exploits
inconsistencies between spectral bands and performs
better, but it might be susceptible to intentional attacks.
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Chen et al. [30] introduced a novel perspective
by focusing on detecting localized GAN-generated
faces, utilizing an improved Xception model. Unlike
previous research on entire faces, the current work
targets the intricate task of identifying smaller, locally
generated regions. The limitation of the study is that it
focuses on image-level detection rather than the more
complex problem of pixel-level localization. Wang
et al. [148] presented a semantic-based approach
between genuine and GAN-generated face images
by thoroughly analyzing inter-eye symmetries and
inconsistencies. The results showed that the proposed
method could obtain equivalent or even better results
than state-of-the-art techniques considering the whole
face image. However, it relies on the assumption
of GAN-generated inter-eye inconsistencies, which
may become invalid as GAN technology advances.
Mandelli et al. [98] proposed a new method that
employs ensemble CNNs. The proposed approach
employs the diversity of orthogonal training datasets
to enhance generalization to unseen image generators.
The method employs patch-level analysis and assigns
an overall image label based on the presence of
synthetic patches and their scores. Although this
may provide robustness against local changes, it
might struggle to capture the global image context.
The detection accuracy of the method may face
difficulties when dealing with synthetic images
that do not possess distinguishable patch-level
characteristics. Xue et al. [165] introduced GLFNet,
a novel deepfake detection method that combines
physiological attributes with deep learning techniques.
The method includes a local region branch and a
global detection branch. While the method shows
promising results, its vulnerabilities to adversarial
attacks are not explored. Boyd et al. [27] presented
the CYBORG approach, which aims to improve the
generalization abilities of deep learning models by
integrating human perceptual insights. The strategy
directs themodel’s learning process to focus on parts of
images that humans find visually important by adding
human-annotated saliency maps into the model’s loss
function. Biases and inconsistencies may arise if
human accuracy is not at an expert level.

3.1.3 Attributes Manipulation Detection
Traditional Methods

These methodologies utilize manually crafted features
to detect manipulated facial attributes. Scherhag et
al. [128] proposed a PRNU-based detection system
to distinguish genuine from morphed facial images.
They examined the spatial and spectral characteristics

of PRNU patterns affected by facial warping. The
proposed approach involves preprocessing, PRNU
extraction, feature extraction, feature aggregation, and
decision-making. The system’s accuracy could be
reduced due to the scanner’s PRNU. This limitation
highlights the difficulties in identifying morphed
images in printed and scanned media scenarios. Li
et al. [183] proposed a technique for identifying
GAN-generated images without particular GAN
models. The paper proposed two methodologies:
identifying artifacts produced by GAN up-sampling
and creating a classifier using frequency spectra
rather than pixels and using a GAN simulator
calledAutoGAN. Themethodology’s performancewas
successful with StarGAN, while a significant drop was
observed with GauGAN.

Deep-Learning-Based Methods

Due to the pervasive impact of deep learning,
numerous studies have focused on utilizing Deep
learning models to identify attribute manipulation.
For instance, Wang et al. [152] introduced FakeSpotter,
a new approach for observing deep face recognition
systems using neuron coverage techniques. The
approach captures subtle features that distinguish
genuine from fake faces by analyzing layer-by-layer
neuron activation patterns. Mean Neuron Coverage
(MNC) is introduced as a criterion to identify
significant differences between genuine and
synthesized faces. The method’s effectiveness
in detecting samples decreased notably when
faced with lighting variation. Akhtar et al. [15]
created a deepfake dataset and evaluated deep
learning features for identifying deepfakes. Deep
feature-based detection systems perform well on
the same manipulation type but struggle with novel
types. Yu et al. [180] proposed a framework for
detecting manipulated fake faces generated by AI.
The framework mined intrinsic features from channel
difference and spectrum images, eliminated bias
among manipulation techniques, and achieved
competitive performance. However, it struggles with
new types of manipulation. Guo et al. [50] proposed
GocNet, which involves two plug-and-play modules,
tensor preprocessing (TP) and manipulation trace
attention (MTA), that can enhance the performance of
CNNs when detecting face forgeries. Both modules
can be easily integrated into existing CNNs for training
and have outperformed prior works on five public
image datasets. However, the computational intensity
of GocNet with TP and MTA modules may limit its
deployment on constrained platforms. Wang et al.
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[149] proposed a technique for categorizing edited
facial attributes by GANs [44] using patch-based
hybrid classification networks with localization
supervision. The process operates in two phases:
splitting the image into patches for analysis and
integrating the features obtained from these patches.
The method shows accurate and robust results on
19 facial attributes modified by StyleGAN2 [66].
However, the generalization capability of the method
may have limitations for unseen manipulations.

3.1.4 Puppeteering
Traditional Methods

Traditional methods, which are based on handcrafted
features, have focused on extracting and analyzing
predetermined attributes of the face. For instance,
Agarwal et al. [13] proposed a method that analyzes
the video’s facial and head movements using the
OpenFace2 toolkit. The study extracted 17 action
units (Aus) and additional features to capture distinct
expressions. The Pearson correlation between these
features is then measured to characterize individual
motion signatures. This correlation-based approach
forms feature vectors for 10-second video clips, which
are then employed with SVM for detection. This
approach has a limitation as it is sensitive to different
speaking contexts. Amerini et al. [18] presented a
forensic technique for differentiating between fake
and original video sequences by using an optical
flow field as the primary feature. The study used
PWC-NET to compute optical flow fields and used it
as input to train deep learning models. The technique
showed better performance, but only preliminary
results were reported and require further testing to
confirm reliability.
Deep-Learning-Based Methods

Deep learning has been revolutionary in computer
vision, particularly in image analysis. Pattern
recognition and data-driven understanding. It
offers a promising solution for detecting expression
manipulation, capturing even the most subtle visual
cues that traditional methods may miss. Early
works, such as Afchar et al. [9] used a mesoscopic
approach to focus on the properties of images that
are larger than pixels but smaller than the whole
image. The study employed two deep learning
models, Meso-4 and MesoInception-4, for feature
extraction and classification. This technique involves
assessing visual features and patterns. It may
face difficulties with low-quality inputs, reducing
the accuracy of detection. Rana et al. [122]

presented the DeepfakeStack technique involving
two main steps: Base-Learners Creation and Stack
generalization. DFC is trained on a holdout test
dataset with updates limited to new hidden and
output layer weights. Each base-learner’s output is
input to DFC, and predictions are combined through
concatenation. This technique showed excellent
performance, but the real-time performance of the
technique may be limited due to its computational
complexity, especially on resource-constrained devices.
Kumar et al. [85] introduced a deep-learning-based
system involving five parallel ResNet-18 models
designed to detect reenacted frames. Thismulti-stream
network utilizes RGB frames to capture localized
facial artifacts and noise patterns introduced during
the reenactment. The technique detects regional
artifacts using multiple parallel streams, resulting
in higher computational complexity. Wodajo et al.
[156] proposed a Convolutional Vision Transformer
(CViT) for detecting deepfake videos. The CViT
model combined a CNN and ViT and focused
on learning image features through CNN and
Transformer. The CViT model is trained on the DFDC
[42] datasets, which may limit its generalizability to
other datasets and real-world scenarios. Mazaheri
et al. [100] proposed a two-stream network for
Facial Expression Manipulation Detection (EMD).
The method achieved higher performance in forgery
detection and localization of manipulated regions,
with better classification and localization. However,
the method’s effectiveness depends on the accuracy
of the FER model. Waseem et al. [155] proposed a
novel technique utilizing an attention-based multitask
framework to improve feature maps for classification
and localization. The network merged frequency
domain and spatial features using bilinear pooling.
The network achieved superior detection performance
due to focusing on forgery regions rather than biases
and artifacts, resulting in more precise predictions.
However, it may still struggle to detect small forgeries
in low-quality videos. Liang et al. [92] presented a
newmethod that used FGPM to extract facial geometry
features and combine these features with upscaled
feature maps generated by a CNN-LSTM network,
which captures spatial and temporal information. The
model successfully located manipulations at the pixel
level. However, the model’s performance is limited to
the specific manipulations it was trained on, it may not
detect new and evolving techniques.

3.2 Lip-Sync Detection
Traditional Methods
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Traditionally, lip sync detection has depended upon
the spectrum of handcrafted methods that analyze
various aspects of video and audio content. One
of the techniques proposed by Korshunov et al.
[83] utilized MFCCs having different components,
including the mainMFCCs, their deltas, double-deltas,
and energy features. The study trained multiple
classifiers including SVM, LSTM, MLP, and GMM.
LSTM outperformed, but its accuracy dropped when
tested with datasets such as VidTIMIT and AMI.
Another technique proposed by Jafar et al. [59]
utilized the mouth as a feature and cut the video
based on specific words in which the mouth appears
open, and teeth are visible. They presented a deepfake
detection model with mouth features (DFT-MF). The
model achieved high accuracy on Celeb-DF and
Deepfake Vid-TIMIT datasets. The model heavily
depends on themouth region. If deepfake videos avoid
mouth artifacts, the model’s accuracy may decrease.

Deep-Learning-Based Methods

Deep learning techniques have transformed the
field of multimedia forensics. They offer solutions
for detecting lip sync deepfakes, which are getting
harder to detect. Many research studies have focused
on using deep learning models to identify and
detect lip sync deepfake. For instance, Chintha et al.
[33] introduced a framework called XcepTemporal
convolutional recurrent neural network to detect
deepfakes. The author utilized an XceptionNet CNN
as a facial feature representation, which is passed
through bidirectional recurrence layers to detect
temporal inconsistencies. The study also introduced a
complementary architecture for audio spoofing. The
approach’s effectiveness was reduced when employed
on compressed samples, thus revealing a constraint
in its ability to process compressed data. Haliassos
et al. [51] presented a LipForensics approach that
utilizes CNN that is pre-trained on lipreading to
acquire semantic representations of mouth dynamics.
The approach is limited to accurately identifying fake
videos where the mouth is occluded or unmodified.
Furthermore, its performance may also decline
in scenarios with restricted mouth movements.
Ilyas et al. [57] proposed a hybrid deep learning
framework called InceptionResNet-BiLSTM using a
customized InceptionResNetV2 and a Bidirectional
LSTM. The customized InceptionResNetV2 is
specifically designed to extract frame-level learnable
features from faces extracted from the videos.
These features are then arranged in sequences
and utilized to train temporally aware BiLSTM to

distinguish between genuine and fake videos. The
model encounters difficulties in adjusting to various
deepfake techniques, affecting its consistency. Its
high resource requirements might limit widespread
deployment, especially in resource-constrained
environments. Shahzad et al. [130] presented the
“Lip Sync Matters” method that targets high-level
semantic features. The method utilized the ResNet-18
model to identify lip movements in the video, and
a Wave2lip model was used to create a synthetic lip
sequence from the audio. The method depends on
visible frontal faces and is susceptible to adversarial
attacks. Agarwal et al. [14] presented a multi-model
semantic forensic approach for classifying videos
as genuine or fake based on the alignment of
facial expressions with speech. The method uses
interpretable action units (AUs) to capture a person’s
face and head movement. Facial feature vectors
are created for each word to capture motion during
pronunciation. Linear word-specific classifiers
are trained to detect whether facial movements
match spoken words. The method evaluates video
features using these classifiers and computes a
final authenticity score. However, the method has
limitations due to requiring person-specific training
data and may be less reliable for unconstrained videos.
It has only been validated for English speech and does
not address video manipulation artifacts, making
it vulnerable to deepfake techniques. Yang et al.
[171] introduced a new method called AVoiD-DF
to identify deepfake videos using audio and visual
elements. They used a Temporal-Spatial Encoder
(TSE) to capture inconsistencies in temporal-spatial
information, a Multi-Model Joint-Decoder (MMD)
to fuse audio-visual features, and a Cross-Model
Classifier to detect deepfake manipulations. The
method outperformed existing techniques, but its
performance relies on high-quality audio-visual
training data. Bohacek and Farid [25] employed
Whisper and Auto-AVSR models to compare audio
and video transcriptions and measure the mismatch
between them using normalized Levenshtein distance.
However, it achieved great accuracy; however, very
short videos had lower detection accuracy due to
the limited context. Datta et al. [38] proposed
LIPINC to identify lip-sync using spatial and temporal
inconsistencies in the mouth region. It extracts mouth
frames and processes the variation in color and
structure using 3D-CNN and cross-attention. LIPINC
demonstrated great accuracy and generalization but
struggled with short videos and lacked analysis of
audio-visual mismatch. To address this, Datta et al.
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[39] utilized Vision Temporal Transformer (VTT)
to examine spatial and temporal inconsistencies in
mouth motions. It allows segment-wise localization
of modified regions using multi-head cross-attention.
Although it performs well on multiple datasets, it
struggles to detect global frames in short videos.

3.3 Audio Deepfake
Detecting audio deepfakes is a crucial area of study
involving various techniques to authenticate voice
recordings. These techniques comprise voice analysis,
prosody analysis, emotion analysis, and prosody
analysis for speech generation (TTS) deepfakes, while
speaker verification, behavioral analysis, and acoustics
for voice conversion deepfakes. The advancement inAI
andML plays a pivotal role in evolving these detection
methods. However, the challenge lies in maintaining
pace with the continuously advancing sophistication
of audio deepfake technologies. This necessitates
ongoing research and efforts to enhance accuracy and
effectiveness in preserving the authenticity of audio
content. This section has provided an overview of
the methods utilized for detecting both types of audio
deepfakes.

3.3.1 Speech Generation
Traditional Methods

Pal et al. [113] presented a technique to identify
synthetic speech by focusing on three categories
of artifacts linked to magnitude, phase, and
pitch variation. They employed a score-level
fusion of diverse front-end features and used
the GMM-based classifier. The method achieved
outstanding performance in detecting spoofing.
The ASVspoof2015 [161] database used to train the
synthetic speech detector is limited in its scope of
spoofing attacks, limiting the generalization ability
of the countermeasures systems. Yang et al. [168]
proposed an extended CQCC feature, combining
information from linear and octave power spectra of
speech signals. They employed the DNN classifier
as the back-end system. The method is effective for
synthetic and replay spoofing attacks but not for other
attacks like voice conversion or impersonation. This
limits its generalizability. Li et al. [89] proposed a
Res2Net to identify audio manipulation. They used
various acoustic features and found that Res2Net
performs optimally when Constant-Q Transform
(CQT) features are employed. Although their method
performs well, it may be susceptible to adversarial
attack, and the ability of the model to generalize in
different situations requires improvement. Another

approach proposed by Yang et al. [169] presented
three features based on subband transforms, intending
to capture distinct synthetic speech attributes and
artifacts. Extensive experimental evaluations were
performed on the subband features in conjunction
with traditional, utilizing the ASVspoof2015 [161] and
ASVspoof2019 [143] datasets. They evaluated these
features under various noises such as Volvo, babble,
café, and street. However, it may not cover real-world
noise conditions.

Deep-Learning-based Methods

In speech synthesis detection, there has been a
significant advancement in technology due to the
groundbreaking work of researchers utilizing deep
learning. Wu et al. [160] proposed FG-LCNN,
proposed FG-LCNN which used a genuinization
transformer to learn the characteristics of real speech.
The proposed method performs better than baseline
LCNN methods, particularly on the evaluation set
with unseen spoofing attacks. Still, it heavily depends
on a large and diverse dataset of genuine speech
samples. The system’s performance may suffer if
the training data is limited or not representative
of all variations. Pal et al. [114] suggested a
way to tackle the problem of generalizing spoofing
detection by introducing prototypical loss in the
meta-learning framework. Despite efforts to increase
generalization, the method may have difficulty with
new or unconventional spoofing attacks that were not
adequately represented in the training data. Salvi et
al. [125] proposed an approach that aims to decrease
the computational time needed for analyzing extended
audio tracks by addressing the problem of synthetic
speech detection. Their method involves folding the
audio tracks multiple times, resulting in shorter tracks
containing overlapping speakers. Folding the audio
track multiple times is a form of data augmentation.
However, this method may not work well for longer
audio tracks or thosewith complex overlapping speech.
Khan et al. [67] presented SpoTNet, an innovative
approach for effectively identifying synthetic speech
in the context of voice spoofing attacks. The approach
introduced a distinctive element known as LSTE that
extracted attentive characteristics from speech signals
and combined traditional and deep learning-based
methods to accurately extract acoustic features that
captured the distinctive characteristics of genuine and
synthetic speech samples. The method performed
well but heavily relies on a large amount of training
data. Yadav et al. [166] proposed a technique
called ASSD to identify artificial speech using data
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derived from the AAC compressed bitstream. ACC
compressed signals are denoted as a series of blocks,
and a feature vector with N dimensions is extracted
for each block. A Transformer neural network is
employed to process the feature vectors and acquire
a representation of each block. The method showed
effectiveness in compression to existing methods. Still,
it is specifically designed for AAC compression and
might not be directly suitable for alternate audio
compression formats such as MP3 or FLAC.

3.3.2 Voice Conversion
Traditional Methods

Das et al. [37] utilized long-range acoustic features,
specifically those obtained from the CQT, to detect
and record spoofing artifacts. The study categorized
these features into full band, subband, and hybrid
features. These features are then combined with GMM
and DNN to form models. The method showed better
performance, but the effectiveness of their method
heavily depends on the availability and quality of
training data. Aljasem et al. [17] presented the
SASV approach, which utilizes Sm-ALTP features to
capture voice-specific characteristics and attack-related
artifacts. These features use adaptable thresholds
and collect vocal tract information, improving speaker
identification and recognition abilities. The system is
computationally efficient, but its performance relies
on the specific attack algorithms and might need new
methods updates.
Deep-Learning-based Methods

Wang et al. [151] proposed DeepSoner, a method
using two criteria for neuron coverage: CAN and
TKAN, to classify behaviors of neurons at different
layers as features for classification. A shallow neural
network is used as the binary classifier, utilizing
vectorized representations of neuron behaviors as
inputs. The method is accurate and robust but
vulnerable to adversarial attacks. In real-world
settings with high-intensity noises, the model’s
effectiveness may decrease. Ma et al. [96] presented
a continual learning-based approach called DFWF
that integrated LwF and PSA. It retains knowledge
of the original model while training with new data
to prevent catastrophic forgetting. Additionally,
PSA is utilized to align the distribution of genuine
speech features across different scenarios. The
method outperformed fine-tuning when new spoofing
attacks were introduced but did not outperform
multi-condition training. Wu et al. [157] used a
modified SENet model with a squeeze-and-excitation

network and a question-answering strategy to train
the model to predict the start and end positions of
fake clips in the audio. A self-attention mechanism
is added to improve the model’s ability to focus
on relevant regions. The study also utilized data
augmentation techniques and experiments with
different input features for better robustness. It
achieved competitive performance through model
fusion, but the self-attention mechanism and complex
model architectures can be expensive. This might limit
scalability and applicability in resource-constrained
environments. Dawood et al. [40] presented CLS-LBP,
a feature representation method capturing dynamic
speech characteristics of authentic audio, the artifacts
produced by cloning algorithms, and the alterations
in replayed signals caused by microphone distortions.
The system’s capability to recognize particular cloning
algorithms depends on previous knowledge of these
algorithms. It may face difficulties in identifying
spoofing attempts that utilize unknown techniques.
Deng et al. [41] proposed a technique called REVELIO,
specifically designed to restore voiceprints from audios
that have undergone voice conversion techniques. The
method used representation learning to extract the
original speaker’s voiceprint. The study also used
evidence audio to refine the extracted voiceprint. The
method was effective across various voice conversion
techniques. However, its performance can be
influenced by the adaptability of voice conversion
processes, challenges in inverse voice conversion,
and the quality of the original voice conversion.
Bird and Lotfi [24] proposed a method to identify
real-time AI-generated voice conversion (RVC) attacks
by utilizing machine learning techniques. The process
involves gathering audio data and extracting various
attributes, such as spectral characteristics and MFCCs,
from real and AI-generated datasets. Statistical
analysis and machine learning models were used to
detect disparities between the two types of data. The
method relies on the DEEP-VOICE dataset, which
may have limitations. Ma et al. [97] proposed
SDDE (self-distillation-based Domain Exploration)
that integrates supervised learning and self-distillation
in a shared encoder framework. The model used
multi-scale speech segments, and Performance is
enhanced with longer speech segments (up to 14
seconds), but training time and computational costs
are significantly increased.

The limitations associated with current state-of-the-art
methods in the detection of deepfakes encompass
several critical challenges. These techniques face
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challenges in applying them to different deepfake
techniques due to the significant variability in the
manipulation approaches used and the lack of
comprehensive training data. Additionally, these
methods are also vulnerable to adversarial attacks and
have limited scalability. Addressing these limitations
necessitates a collaborative effort to enhance the ability
to generalize across diverse manipulation techniques,
expand and diversify training datasets, strengthen
detection systems against adversarial tactics, and
optimize scalability for broader deployment across
various environments.

4 Conclusions
The proliferation of deepfake technologies has
introduced an unprecedented level of realism in
manipulated multimedia content, posing significant
risks to privacy, security, and information authenticity.
This survey comprehensively examines the landscape
of deepfake generation and detection, highlighting the
rapid evolution of AI-driven manipulation techniques
and the corresponding countermeasures. Deepfake
generation methods, such as face swapping, attribute
manipulation, and audio synthesis, leverage advanced
models likeGANs andVAEs to produce highly realistic
forgeries, raising concerns about misinformation,
privacy violations, and political manipulation.
Detection approaches have similarly advanced, with
traditional methods relying on spectral and behavioral
inconsistencies, while deep learning-based techniques
exploit spatial-temporal features and multimodal
analysis. However, significant challenges persist:
(1) Generalization: Many detectors fail against
unseen manipulation techniques or cross-dataset
scenarios. (2) Adversarial Robustness: Deepfake
generators can bypass detectors using adversarial
attacks. (3) Scalability: Real-time detection
remains computationally demanding, especially
for high-resolution videos.
The paper underscores the importance of standardized
benchmarks (e.g., DFDC, ASVspoof) and
interdisciplinary collaboration to address these
gaps. Future research should focus on:
• Explainable AI: Developing interpretable models

to enhance trust and debuggability.
• Multimodal Fusion: Integrating audio, visual, and

behavioral cues for holistic detection.
• Continual Learning: Adapting detectors to

emerging deepfake variants through dynamic

training.
• Ethical Frameworks: Establishing guidelines for

responsible deepfake use and mitigation.
In conclusion, while deepfake technology poses
formidable challenges, ongoing innovations in
detection methodologies offer promising avenues
to safeguard digital media integrity. This survey
provides a foundation for researchers to advance
robust, scalable solutions and foster public awareness
of deepfake risks.
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