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Abstract

This article addresses the fixed-time (FXT) and
predefined-time (PDT) synchronization issues
of spatiotemporal memristive neural networks
(MNNSs). First, an aperiodic semi-intermittent
control (ASIC) scheme is introduced to reduce
the control costs. Then, some novel FXT/PDT
synchronization criteria are obtained by using
Guass’s divergence theorem and by Lyapunov
functional method. Finally, the feasibility of the
theoretical results is confirmed through numerical
simulations.
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fixed-time/predefined-time synchronization, aperiodic
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1 Introduction

Over the past five decades, neural networks (NNs)
have garnered significant interest due to their
roles in computational learning, data analysis, and
cryptographic image processing [1-4]. Since the
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simple non-uniform magnetic fields can cause electron
drift, it necessitate the consideration of the diffusion
phenomenon. This implies that the state of neurons
changes not only with respect to the time variable
but also with respect to the spatial variable. This
phenomenon can be modeled using spatiotemporal
NNs. In recent decades, the dynamic analysis of
spatiotemporal NNs has become a focal point for many
scholars [5-7].

The concept of memristors was first proposed by
Professor Leon Chua in 1971 [8]. Memristor is a
type of nonlinear resistive device that can reflect the
relationship between magnetic flux and electric charge,
and they have the ability to remember the amount of
charge passed through them. Due to their similarity
to biological synapses and their stronger memory
capacity compared to traditional resistors, researchers
have begun to replace resistors with memristors in
artificial NNs to build MNNs [9]. In recent years,
artificial NNs, especially MNNSs, have been widely
applied in various fields of science and engineering,
associative memory, image processing and information
storage[10, 11].

In practical engineering, control systems are often
required to maintain stability within a finite time
frame, such as robotic arms and spacecraft attitude
tracking [12, 13]. It should be noted that the
estimation of settling time (ST) in finite-time stability
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is closely related to the system’s initial values,
which greatly limits practical applications’ scope [14].
Consequently, the concept of FXT stability has emerged
and garnered widespread attention, as it retains the
rapid convergence and strong interference resistance
of finite-time stability while avoiding dependence
on initial values [15]. However, FXT stability also
has certain drawbacks; the ST of FXT stability is
still related to the parameters of the system under
consideration, and its ST cannot be adjusted arbitrarily.
Therefore, analyzing whether nonlinear systems can
achieve stability within a specified time is a necessary
task. This has led to the development of a new
concept of stability, namely PDT stability [16, 17]. The
convergence time of PDT stability can be bounded by
any arbitrary time and is independent of the system’s
initial values and parameters.

With the development of FXT/PDT stability
theories, FXT/PDT synchronization has been
widely investigated [18-20]. Kong et al. [18] studied
the FXT/PDT synchronization of discontinuous
neutral competitive networks using adaptive control
strategies. In [19], FXT/PDT synchronization of
drive-response fuzzy inertial discontinuous NNs are
achieved via a non-reduction method. Abdurahman
et al. [20] investigated the FXT/PDT synchronization
of a type of complex-valued BAM-NNs with stochastic
perturbations by employing a non-separation
method. Consider MNNs have extremely complex
structures due to switching caused by memristor, the
investigation of FXT/PDT synchronization control in
MNN:s is of great significance [4, 21].

Moreover, compared with continuous control,
discontinuous control has the advantage of lower
consumption and cost. Discontinuous control methods
include impulsive control [22], event-triggered control
[23], sampled-data control [24], and intermittent
control [25, 26], among others. Intermittent control,
as opposed to impulsive control, allows for the
application of a limited number of successive control
forces over a limited period of time. Intermittent
control, compared to event triggering, is based on
a time-triggered mechanism and does not require
specific update conditions to be predefined. Among
the intermittent controls, the aperiodic intermittent
control is preferred due to its flexibility of time.
This naturally leads to the question: can a aperiodic
intermittent controller be designed to achieve
FXT/PDT synchronization of spatiotemporal NNs?

Based on the considerations mentioned above, this

paper investigates the FXT/PDT synchronization of
spatiotemporal MNNs. Based on the newly designed
ASIC, a set of direct and verifiable criteria have been
developed to ensure the FXT/PDT synchronization
of spatiotemporal MNNs. These criteria not only
take into account the effects of spatial and temporal
dynamics but also provide a quantitative assessment
of the impacts of the control gains and control width
of ASIC on synchronization analysis.

The remainder of the paper is structured as follows.
Section 2 is the preparation which is used in this paper
and gives the system of this paper. Section 3 the main
focus of this paper, which is to design different ASIC
schemes for FXT/PDT synchronization respectively.
The stability of the system is proved through rigorous
theoretical proofs. Section 4 verifies the correctness
of the conclusions through numerical simulations.
Finally conclude this paper and suggest future research
directions.

Notations: N, R and Z* express the set of nonnegative
integers, real numbers and positives integers. R"
stands for the set of n dimensional real vectors. I' =
{pllpx| < hy for k =1,2,--- 1} is abounded compact
set with smooth boundary oI" which mesI" > 0in R/,
where mesI is the measure of set I'. Besides, sign(-)
denotes the sign function.

2 Model description and preliminaries

Consider the spatiotemporal MNNSs as follows

826 L '0 Zd A zz — coz(t, p)
(1)
+ Z aem(2e(t, p)) fn (2(L; p)) + Lo,
n=1
where ( € T = {1727"'7p}/p = (p17p25'°'7pl)T €

I C RY z(t, p) represents the state variable of the /-th
neuron at time ¢; ¢, > 0 denotes the self-inhibition
coefficient of the neuron; ag, (z¢(t, p)) is the connection
weight; f,,(-) represents the activation function; dy > 0
denotes the transmission diffusion coefficient along
the /-th neuron; and I, represents the external input
to the /-th neuron.

The initial conditions and Dirichlet boundary
conditions for system (1) are:

pel,

{ ze(to, p) = ne(p), o, +00) x O, (2)

Zg(t,p) =0, (t,p) €
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where 7y(p) is a bounded continuous function on the
space I'. The state of the system (1) satisfies

0z (t,p)

R - <0,

aun (ze(t,p) = { *,  signg, Unleale) _ 0zltn) _
d@n, S’L.gnénafn(zé‘;(t:p)) _ aZgéggp) > 0

(3>

where ayp, and ag, are constants and * denotes
unchanged. The phrase remains unchanged means

that the memristor retains its current value. Therefore,

system (1) can be expressed as

I
('“)zg t p Zd 0? 25 R
(4)
+ Z cofaen, aen} fr (2n(t, p)) + Lo

n=1

Based on set-valued mapping and differential
inclusion theory, there exist ag, € co{asm, am} such
taht

0z(t,p) <=, Paltp)
=2 7 ceze(t, p)
=t (5)
p
+ Z aénfn (Zn(t7 P)) + IZ-
n=1

Taking the system (1) as the driving system, its
corresponding response system is

l
82’4 t p Zd ? Zg — it p)

4

+ > ae(Ze(t, ) fa (Eu(t, )+ Lot uc(t, p).

n=1
(6)
where uy(t, p) is the controller to be designed. The
initial conditions and Dirichlet boundary conditions
for system (6) are

{ Z(to, p) = du(p),

Zg(t,P) =0, (tno) €
where (¢, p) is the controller to be designed. Similarly,
based on set-valued mapping and differential inclusion

theory, the exist a,,, € co{as,, as,} such that system
(6) can be represented as

pel,

ito, +00) x o0, /)

l
826 t P Zd 02 Zg B ngz(t’ p)
(8)
+ ngnfn (Zn(t,p)) + Lo + (2, p).

n=1
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Remark1 In the realm of NNs synchronization
research, the study of partial differential NN models
and MMNs has garnered significant attention from
the academic community. Moreover, this research
encompasses the advancements of state-dependent
MNN:s across various synchronization types. However,
the existing literature [27] and [28] have not
sufficiently taken into account the influence of spatial
factors on state variables, which may impede the
models’ precision and applicability in capturing the
dynamic behaviors of complex systems. In view of
this, the model proposed in this study will further
integrate spatial effects based on prior research, aiming
to develop a more precise and comprehensive MNN
model.

Definition 1 ([28]) If there exists a time 7™ which is
independent of the initial values, such that for all ¢ =
1,2,...,p

||2€(t710) - Zﬁ(tvp)H = 07Vt > T*v
then the spatiotemporal MNNs (1) and (6) are said
to achieve fixed-time synchronization. Furthermore,

if there exists a specified constant 7., > 0 such that
forallt > T, tlinT1 |Ze(t, p) — ze(t, p)|| = 0, and T,
—Te

lim [|Z(t, p) —
i [|Ze(2, p)

and

is completely independent of the system parameters,
then the systems (1) and (6) are said to achieve PDT
synchronization.

Assumption 1 In system (1), the activation functions
fn satisty the Lipschitz condition, i.e., there exist
constants {,, > 0 such that

[fn(z1) = fa(22)| < lnf21 — 9)

Moreover, the activation functions are bounded; that
is, there exist constants F;, > 0 such that

|fn(2)] < F, VzeR.

where 21,20 € R,n=1,2,...

22|, Vzl,ZQER.

(10)
7p'

Lemma1 ([29]) Let I" be cube |px| < hi, z(p) is
a real-valued function belonging to C'(I') which
vanishes on the boundary oI of T, i.e., z(p)|ar = 0.
Then

0z(p) |*

/fw@s#
r Opk

Lemma 2 ([25]) Assume that the differentiable and
non-negative function V' (¢) satisfies

dp, k=1,2,...,1.

Vi < {klv(t)—wu(t)—wu(t), tE [ty 0n),
RaV(2), t € [oxs tyt1)s
(1)
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wheret, >0, x e N, >1,0<v <1l,and A,y >0,
ki, ke # 0,and k; < min{\,~}. If there exists ¢ =
limy 00 supLUX such that |k1| — (|k1| + |k2|)p > 0
holds, then V( ) = 0forallt > T*, and T* satisfies

In(|ki]A-29% + 1)

1 1
T* = n )
(|k1] = (k1] + |k2]) ) <u—1 1—v
_ 1-v _1—p
where ¢ = =%, @ = =L

Lemma 3 ([26]) Assume that the differentiable and
non-negative function V'(¢) satisfies

V(t) < RV (t) — %AV“@) o %VVV(t)vt € [ty 8x);
RV, t € [sy,txt1),
(12)

wheret, >0, x e N,up>1,0<v <1l,and A,y >0, ky,
ka2 # 0, T, > 0is an arbitrary given positive constant
that satisfies T, < Ty,

k1| A™ ™ < 1 1 )
TO - + ,
(Ikal = ([Fa| + [R2l)p) \p =1 = 1—v
where ¢ = /1;1”,, w = % If there exists ¢ =

limy o0 sup%”" such that k1| — (k1| + |k2])¢ > 0
holds, then V' (t) = 0 for all ¢t > T.

3 Main results

3.1 FXT synchronization

In this section, we derive the sufficient conditions for
the drive system (1) and the response system (6) to
achieve FXT synchronization. The error system is

864

Zd

+Za£nfn Zn t P Zafnfn zn t p))

— coeq(t, p)

+ uﬁ(ta P)
! 0%ey(t,
= ; dekgf()%p) — ceq(t, p)
+ZQ«€7L [fn (Zn(t p)) fn (Zn(t p))]
n=1

+ Z [apn, — Gen) fr (2a(t, p)) + we(t, p),

(13)

S
I
—

where eé(t> p) = 2@“7 p) - Zﬁ(tv p)

Firstly, design the following ASIC

—rkgsign(eg(t, p)) — age ™ (t)eg(t, p)

Ug(t,p) = _Bfég(q_l)(t)ef(t7p)v te [tX7SX)7
_RZSign(ef(tvp))a te [SX7tX+1)7
(14)
where ¢ > 1, kg, ay, B¢ > 0, and é(t) =

1
(fr e 1ez (t, P)dp) .
Denote

p
Ne= =G —2¢0+ Y (ag|ln + ),

n=1

where (;, =

Zk1h2-

Remark 2.  ASIC substantially saves the energy
consumption by simplifying the controller during
resting intervals. It also requires no fixed control
periods and can adapt to dynamic system changes;
and effectively accommodates non-uniform diffusion
characteristics in spatiotemporal systems without
predefined periodic constraints. These characteristics
make ASIC particularly suitable for synchronization
control of spatiotemporal MNNS.

Theorem 1 Under Assumption 1, if the system
parameters satisfy x, > > P _,d? F, and N =
maxi<¢<p{N¢} < min{\,~}, then the drive system (1)
and response system (6) achieve FXT synchronization,

. « A In([k1[AT9y"+1) 1 1
with a ST of T & it (G —15).
where w =

c= o= n=qv=y3k =k =N
Y= 2m1n1§g§p{ag}, and \ = 2m1n1§g§p{ﬁg}.

Proof. The Lyapunov functional can be selected as:

/erftp

(=1

(15)

When t € [ty, sy), calculating Dini derivative of V' (¢)
along the error system (13), we obtain

/{226475;) [zl:dkae”p

— Cg@g(t, p) + ZQ@n[fn(én(ta P))

n=1

— Jalen(t, )]+ D lagn — anl fa(za(t, p))

n=1
— kysign(eg(t, p)) — agé L (t)eq(t, p)

DYV (t)
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_ gye2aD) (et p)] } dp According to Lemma 1, we can obtain
p 2
p_ 1 2 6€g(t,p)
0 eg(t,p) — 2 Z Zdzk < ) dp
< DA SR
_/ {ZZQez(tp)d% 02 ro= = dpx, .
~ = ‘ (18)
< [ ~aettepap
_ 226566 t p T ;
U where ¢, = S0 2
+3°3 " 2e(t, pagngalent, p)) S
(=1n=1 According to the Lipschitz condition, we have
p D P
+ )0 2dg, Faled(t, p)l = 26leq(t, p)| b p
et =t D0 " 2e(t, paggn(en(t, p)
A =1 n=1
" 2ae(t, p)e (B)ea(t, p) e
=1
) < ;22\@ (t, p)laenlgn(en(t, p))l (19)
= Y 2ealt. DT @l p) b -
=1 (16) ZZ |Jn|l + ‘anfuf)eé(t P)
(=1 n=1
where g, (en(t,p)) = fu(Zn(t,p)) — fa(zn(t, p)), d2 = According to the definition of é(¢), we can obtain
QA — Qpn, and ‘fn(zﬁ)’ < Fn
According to the Gauss’s divergence theorem and the /1“ Z 20e(t, p)é 1 (t)ee(t, p)dp
boundary conditions (2) and (7), it can be obtained =1
that .
= —2¢ 1 angeg t ,0 (20)
/ZZethdaeztp o o)
s o 0k 2112212 {ag} et ()EX ()
/ZQeetp [ ( aez ) } :—211361319{%}1/2()
=1
deq(t, 26¢e0(t, p)e 7V (t)ey(t, p)d
:/QZ[V_<( g, 22t p) /F;ﬁm P (et p)ip
=1
Oep(t, p = —9¢2(a-1) Bye? (t
- Vet p)- (02" ) Jao F; rei(t)d 1)
P <=2 min {Be} @D (1)é%(¢)
Odey(t, ¢
:/ar2z <dz1c6£(t,P) g(pkp)> n} dp
- k=1 - _ a
= 21@22 (e V(D)
deq(t, p)
B /F 2 ; ; i < dpr, dp Substituting Eqs (18)-(21) into (16), we can obtain
p 1 de (t p) 2 ) p p
:—/22 dgk(é’> dp, V(t) S/Z [—Cz—20e+2(\@znlln+\@ne!lz)}
r Opk
(=1 k=1
where () denotes the inner product, n is the xe2(t, p dp+/ 22 Z Hz) leg(t, p)|dp
unit outward normal to the boundary JI', V = i—1 n—1l
(8%1, cey (%) is the gradient operator, and -2 1?}%3 {ay} V§( ) —2 éleigp {B} V(1)
<Gee(t,p))l _ <8ez(t, p) Oeq(t,p) 3ez(t,p))T SNV (t) = yV¥(t) = AVE ().
Opr k=t \ Op1 ' Op2 7 op /) (22)
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When t € [SthxH)

A

p
Cg — 2(3[ + Z(|Q@n’ln + ’an‘le)]

=1
2t pdp+/ Soo> i E, —#0)les(t, p)ldp
(=1 n=1
<NV (t).
(23)
Combining (22) and (23), it follows that
. - H - v
v < {BVO=AVHO V0, e,
k2V (1), t €[Sy, ty+1),
(24)
Here,w:i’;,g— V,,u:q>ly—2,
ki = ko = = max Ne}, v = 2 min {oy}, and
1<<p

A=2 1mm {Be} Therefore accordmg to Lemma 2, the

drive system (1) and the response system (6) achieve
FXT synchronization with the ST 7.

Remark 3.  The proposed control framework in
this paper can be extended to study the FXT
synchronization of stochastic, fuzzy, fractional-order
and other types of NNs, though each extension
requires specific adaptations. For fractional-order
systems, this entails adopting fractional Lyapunov
methods and revising ST criteria. For stochastic
systems, it involves using It6’s formula and analyzing
noise impacts. The method also applies to inertial,
complex-valued, and time-delayed networks via
techniques such as non-reduction methods and
Lyapunov-Krasovskii functionals.

3.2 PDT synchronization

In this section, by designing a novel controller, the PDT
synchronization between the drive-response systems
(1) and (6) is achieved. First, the PDT ASIC in system
(6) is designed as

—rgsign(e(t, p)) — 2 owe™ " (t)eq(t, p)

_%Bgé2(q_1)(t)eg(t, p), te [txv Sx)a

—kysign(ee(t, p)), t € [y, tys1),
(25)

0, et) =

ue(t, p) =

where ¢ > 1, kg, oy, Be >

1
(fr e 168 (t p)dp)2
Denote

p
Ny = _Cf —2¢¢ + Z(|an’ln + |Qn€‘lf)7

n=1

I 2
where ¢y =) h—%’ﬂ

Theorem 2 Under Assumption 1,
parameters satisfy x, > > P _, d? F,
maxi<¢<p{N¢} < mln{TO)\ TO’y} then the
drive-response spatiotemporal MNNss (1) and
(6) achieve PDT synchronization under the controller
(25).

if the system
and N =

Proof. The Lyapunov functional can be chosen as:

/FZe@tp

(=1

(26)

When t € [ty, sy ), the Dini derivative of V' (¢) along the
system (13) as

l

/{ZQee (t,p [Zdzka celt, p)

P
— cpeq(t, p) —I—Z ol fr(Zn(t, p))
n=1

DTV (t)

p

Z gy, — Gpn) fr (2n(t, p))

n=1

— fu(za(t, p))
0 ~
—qyé

o (erlt. )

To o
- %ﬁee“q D(t)e(t, p)} }dp,

— rusign(ew(t, p)) —
(27)

PP
2c0€2(t, p) +ZZQ€€ t, p)ag,gn(en(t,p))
(=1 n=1

2denF lee(t, p)| — 22/@’6@ (t p)\}dp

/Z ageq(t, p)é
™

bS]

1<t)6g(t, p)dp

bS]

> Brea(t, p)e2 D ()es(t, p)dp.

/=1

Similar to the proof in Theorem 1, from the definition
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of é(t), one has
2T
0 T (t)en(t, p)dp
Tt
2T, P
-1
= (t)/ age;(t, p
Te r; (28)
2T0 )
- T, 1<y (t)e ®)
2Ty .
=7 lrgelgp{ae}‘/?(t%
2T
= 2@ (t)eg(t, p)dp
2TO A2(q 1) Zﬁzeﬁ t p
L= (29)
2T}
< — (g—-1) 52
T, lrggp{ﬂe}e (t)e=(t)
_ 2T0 q
=7 2o A3 VI,

Substituting Eqs (18)-(19) and (28)-(29), one derives

DV (1) / Z — G20 3 (gl + el
n=1
x e (t.p)dp - 20 min fae}VEQ)
+ [ (22 Zdzn — o) lex(t. )ldp
27, .
T 1@4@ {Be} VA(t)
To
<N — —\VH(¢t Y(t).
<NV(E) = V(D) = 29V
(30)
When t € [sy,t,+1), one has
p p
PV > [~ 2ea+ 3 lnle + lonte)]
= n=1

xe2(t, p dp+/ 222 E /ig)|eg (t,p)|dp

=1 n=1
<NV (t).
(31)
Combining (30) and (31), it follows that

V(t) < { B V() -
kaV (1),

%)\V“(ﬁ) - %Vvy(t)v te [tX> SX)a

le [SX7 tX‘H)a
(32)

58

Here,kl—kQ—N—lrE?é({Ng} w=q>1v=

, Y =2 mln {Ozg} and A\ = 2 mm {ﬁg} Therefore,

accordmg to Lemma 3, the systems (1) and (6) achieve
PDT synchronization.

Table 1. Parameter value

parameter Value parameter Value
dek, 0.1 hy, 5

cy 0.94 Qy 1.2

Be 1.3 an 2.128
a2 -1.224 a3 -1.124
an -1.224 a2 1.152
as3 -7.808 asy -1.224
asa 10.347 ass 2.320
an -1.224 a2 -1.224
a3 -1.124 a -2.224
a2 2.152 o3 -9.808
asy -1.224 asa 9.447
d33 1.320 Ry 0.2

q 2.3 %) 0.2

ly 0.2 m(p) 0.2
n2(p) 0.5 n3(p) 0.7

4 Numerical examples and simulations

In this section, the accuracy of the conclusions of the
previous section is verified through an example.

Example 1 For | = 3, consider following
spatiotemporal MNNs
3
0z(t, 0%2(t,
é(gt p) - Z d g, 522 p) - szf(tv p)
= * (33)
+ Zaénfn Zn(t p)) + 1o,
n=1
- 3
0Z(t, 0°Z(t, -
ggt p) = dek 6[,(()2 ) - Cng(t,,O)
k=1 k

+ Z aénfn (2n(t7 P)) + Iy + uf(ta P)7
" (34)

where f,(r) = tanh(r). The values of the parameters
are as shown in Table 1.

The spatiotemporal evolution of system (4) are shown
in Figures 1, 2, and 3. Since A = 2.6, 7y = 2.4, N =
0.2552, according to Theorem 1, the systems (33) and
(34) achieve FXT synchronization via controller (14),
with an estimated ST of T* = 4.9266. The numerical
simulation results are shown in Figures 4, 5, and 6.
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z,(t.p)

the state values

Figure 1. Evolution of the state z1 (¢, p) in system (33).

the state values

Figure 2. Evolution of the state z3(t, p) in system (33).

z4(t.p)
S
(52
the state values

Figure 3. Evolution of the state z3(t, p) in system (33).

Now we consider the PDT synchronization between
systems (33) and (34) under controller (25). By
calculating Ty = 5.663 and selecting T, = 4.512, %)\ =
3.2633, 72y = 3.0122, N = 0.2552, so the conditions
in Theorem 2 are satisfied. Therefore, according to

e,{t.p)

Figure 4. Time evaluation of synchronization error e; (¢, p).

&,(t.p)

Figure 5. Time evaluation of synchronization error es(t, p).

e,(t.p)

Figure 6. Time evaluation of synchronization error es(t, p).

Theorem 2, the drive-response systems (33) and (34)
achieve PDT synchronization. The prescribed time
T. = 4.512 is less than T, = 5.663 and T* = 4.9266.
The numerical simulation results are shown in Figures
7,8,and 9.
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Table 2. Comparison of AIC, ETC, and SDC.

Feature ASIC ETC SDC

Trigger Mechanism Time-based(flexible) Event-based(error-dependent) Time-based(fixed)
Energy Consumption Low(intermittent) Very low(sparse updates) Moderate(periodic)
Implementation Complexity Low High(requires monitoring) Moderate
Adaptability High(aperiodic) High(dynamic) Low(fixed period)
Conservativeness Moderate Low(efficient triggering) High(fixed intervals)
Suitability High Moderate Moderate

e,(tp)

0 1 2 3 4 510

Figure 7. Time evaluation of synchronization error e; (¢, p).

Figure 9. Time evaluation of synchronization error e3(¢, p).
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Remark 4. The comparisons of the features of ASIC,
event-triggered control (ETC), and sampled-data
control (SDC) are presented in Table 2.

5 Conclusion

This paper investigates the FXT/PDT synchronization
issues of spatiotemporal MNNSs. First, a novel ASIC
is introduced to tackle the challenge caused by the
switching behaviour of memristor. Second, under
the newly ASIC control protocol, Guass’s divergence
theorem and the Lyapunov functional method are
utilized to study the FXT/PDT synchronization of
MNNSs. The paper concludes with the validation of
theoretical findings through a numerical simulation.
Furthermore, unlike time-based intermittent control,
event-based intermittent control determines the
transition between the active and idle phases of the
controller based on the dynamic evolution of the
system, thereby further conserving communication
resources. In our future research, we will explore the
event-triggered ASIC mechanisms to achieve FXT/PDT
synchronization of spatiotemporal MNNS.
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