ICJK

Journal of Nonlinear Dynamics and Applications
http:/dx.doi.org/10.62762/JNDA.2025.473008

RESEARCH ARTICLE

Check for
updates

Further Analysis on Preassigned-time Anti-synchronization
of Memristive Inertial BAM Neural Networks

Xiao Zhou!”, Jingrui Hou? and Guodong Zhang

1

1School of Mathematics and Statistics, South-Central Minzu University, Wuhan 430074, China
2School of Engineering, RMIT University, Melbourne, VIC 3001, Australia

Abstract

This paper studies the
anti-synchronization control problem of a
class of Dbidirectional associative memory
(BAM) neural networks with inertia terms and
memristor characteristics. By constructing a novel
Lyapunov-Krasovskii function and combining
it with the latest fixed-time stability theory, it
strictly proves the sufficient conditions for the
system to achieve anti-synchronization within the
preassigned time. Numerical simulations further
verified the effectiveness and superiority of the
method, especially demonstrating higher accuracy
and flexibility when dealing with high-order
dynamics and memristor-based systems.

preassigned time

Keywords:  preassigned-time
non-reduced method, mixed delays, memristive inertial
BAM neural networks.
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1 Introduction

In recent years, bidirectional associative memory
(BAM) neural networks [1-3] have shown broad
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application prospects in fields such as pattern
recognition, intelligent control, and information
security due to their unique bidirectional information
processing capabilities and associative memory
characteristics [4, 5]. Especially when inertia terms [6]
and memristors [7] are introduced, such networks can
be used to simulate the dynamic behavior of biological
neurons and the plasticity of synapses. The inertia
term reflects the dynamic lag effect of neurons, while
the memristor endows the network with non-volatile
memory characteristics. The combination of the two
makes the system’s dynamic behavior more complex
and closer to that of a real biological nervous system.
In recent years, there have been many papers on BAM
neural networks here [8-11].

Before delving into system control issues, it is
necessary to first understand the characteristics of
the key component, the memristor. The resistance
value of a memristor depends on the amount of
charge or magnetic flux passing through it and can
simulate the non-volatile memory and nonlinear
dynamic behavior of biological synapses [14].
Introducing memristors into neural networks not
only enables more efficient hardware implementation
(such as neuromorphic chips), but also endows the
system with adaptability and historical dependence,
thereby significantly enhancing the network’s
information processing capabilities [15]. However,
the multi-valued characteristics and switching
nonlinearity of memristors also bring new theoretical
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challenges: on the one hand, their continuous or
discrete resistive state switching can lead to the system
dynamically presenting piecewise smooth or even
discontinuous characteristics. On the other hand,
the time-varying characteristics of the memristor
[16] coupling term make traditional stability analysis
methods (such as the theory based on Lipschitz
continuity) difficult to be directly applied. Especially
in the problem of preset time control, the coupling
of the memristor state and the inertia term further
increases the complexity of controller design, and
there is an urgent need to develop new analytical tools
to precisely characterize the transient behavior of the
system.

In the face of these challenges, traditional solutions
often have obvious deficiencies. Specifically, most of
the traditional research on synchronous control of
discontinuous inertial neural networks adopts the
order reduction method, that is, by replacing state
variables, the second-order discontinuous differential
equation is transformed into a system of first-order
equations [17-20]. Although this method simplifies
theoretical analysis, it also brings obvious limitations:
Firstly, the order reduction process introduces
additional state variables, leading to the expansion
of system dimensions and increasing computational
complexity; Secondly, the split equations often
fail to fully retain the physical meaning and
dynamic characteristics of the original system. More
importantly, the stability conditions derived from this
are usually rather conservative and difficult to achieve
precise time control. In addition, existing research
mainly focuses on asymptotic synchronization [21-23]
or finite-time synchronization [9, 24-27], whose
convergence time depends on the initial state of the
system and cannot meet the strict requirements of the
preset time (i.e., users can specify the convergence
time in advance) in actual engineering. These flaws
severely limit the application of such methods in
high-precision control scenarios.

Based on the above analysis, Preassigned time
anti-synchronization is a cutting-edge research
direction in the field of neural network control.
Its core goal is to design a controller to precisely
achieve anti-synchronization of the system state
within the time preset by the user. And the
convergence time is completely independent of the
initial state. This feature has key application value
in scenarios with extremely high time sensitivity
requirements such as secure communication and fault
detection. Compared with traditional asymptotic
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synchronization or finite-time synchronization,
preassigned time synchronization [28-31] offers
stricter time controllability: system errors can converge
to zero at the exact moment specified by engineering
requirements, rather than relying solely on initial
conditions or system parameters. The neural networks
studied in [12, 13, 30, 32] did not take memristors
into account, but this paper studies them. Unlike
[33] which studies the anti-synchronization problem
of BAM neural networks, we are researching the
anti-synchronization [32-34] problem of inertial BAM
neural networks. From the above, it can be known
that the neural network studied in this paper is more
comprehensive, However, there are few related papers
that study the preassigned time anti-synchronization
(PTAS) of inertial memristor BAM neural networks
(BAM-IMNNS) using non-reduced-order methods.
The research in this paper can fill this gap.

Be insptred by the above, our article aims to research
the PTAS issues for BAM-IMNNSs. And the innovations
of our article are presented below:

(1)The research system of this paper includes the
inertia term, the memristor term, and BAM. However,
there are relatively few results related to the inertia
term and memristors with BAM neural networks.
Our research content can fill this gap and provide a
theoretical basis for related studies.

(2)Different from many results on synchronization of
discontinuous inertial neural networks, the variable
separation method they used lacked of preciseness,
we can effectively avoid these problems by using the
non-reduced to discuss the problem of BAM-IMNNSs.

(3)This paper studies the preassigned time
anti-synchronization problem of the system, which
can precisely achieve anti-synchronization within the
preset time, and the convergence time is completely
independent of the initial state.

The work arrangement of our research is as follows:
Part 2, preliminaries are illustrated. Part 3, PTAS
standards of BAM-IMNNs are given. Part 4,

simulations are displayed. Lastly, conclusions
are showed.

Notations: Let ® = {1,2,...k1}, r = {1,2,...k2},
I = {0,1,2,...}, RF is k-dimensional Euclidean
space. And for Vz = (z1,22,..2)] € RF,
2]l = S |zil, co[£2] is the convex closure of set
2. DTV (t) is Dini derivative with top right of V (¢)
that is continuous function. Let § = max{T,n},
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C([-§,0], R¥1) demonstrates all continuous-functions
from [-§,0] into R and §* max{a, L},

C([-§*,0], R¥?) demonstrates all continuous-functions

from [~§*,0] into R¥2. A, = maaz{|a$<|,\a;<|},
Bue = maz{|btl, 10zl b0 = maz{ 165, 1021}, B
min{|651,18: 1}, Ceo = maz{lct) e}, D
maw{ |41, 1dg, |} 0 = maa{ L], 102}

2 Preliminaries

2.1 Model and Assumptions
The BAM-IMNN:s is

d2$w(t) dxw
T__)\wfrw() +Z ngw
X fo(ye(t)) + wac 2o () fo(ye(t — 7(1)))
t
3 ®) | s L,
¢=1 t—n(t)
d2y, (¢) dy,(t) |
d; == aCyC(t) — B¢ Cit + wzz:lccw(yq(t))
k1
X gu(Tw(t)) + Z dews (Ys (8)) g (2w (t — 0 (1))
w=1
1 .
+ 3ttt [ JRCRETERS
w=1 -t
weD,ceRt>0, (1)
where
7¢wgdf< (1)) < dz, (t)
g (T4,(t)) = { w (ze(t ot
U s L (dt > dt()
b ( (t)) { wod)w( df<($<(tt 7(t))) S dxgt(t)
ws (Lw - — dfs(zs dz, (t
boes Buoe fs( Eit T(t))) > dt()
9+ dfttfy,(t) fg(xg(s))ds < dz,, (t)
Ouc(xy(t)) = wer Ywe - dt > Tq@
0— ¢ dft,,](w fo(zs(s))ds dx (t)
(2)

dge, (v (t dye (¢
(ol gwqﬁwgy())<dy()
Sw S w (Y (E (¢
Covr P dg (y ) y()
dge, (ye (t—a (t dye (t
el ng¢<wdg (y ((u ®) < dy (t)
dew (Ys w (Y (E < (t
gw’qﬁgwg(yét a®)) y()
d S 90(u(9)ds _ qy (s
{ Vo b= < ydt()
d [ 90w ()ds _ qy (1)
gw7¢§w L dt > ydt
(3)
where ¢,c = ¢ = L(w # <), if not, -1. T, T
are external input, And A, pw, o, 5 > 0,
other  connection  weights  af_, ag., b}, bo.,
0f. 05, cl, e, dl,, d,, 98,9, are all constants.

9uw(+), fo(-) is feedback function. Time-delays
T(t),n(t),agagand 0 < 7(t) < 7,0 < nt) <n
0 < o(t) < 0,0 < ut) < ¢ respectively. The
initial data of BAM-IMNNSs (1) are prescribed as
o) = xwd), Zw() = vud)wc) = X(1),9:(1) =

@c(1) and xu(1),pw(f) € C([=§,0LR), 1 € [-§,0],
)Z((i%@((i) € C([_§*70]7R)7i € [_§*70]/
weED,ceR.

Assumptionl: The activation function satisfies

190 ()| < ILy, I, > 0, [fo(-)] < ILg, I > 0.

2.2 Difinition of Filippov solution

Owing to switched-connection (2) and (3),
BAM-IMNNs (1) is discontinuous. By using
theory of differential inclusions theories [35] and

from (1), one get
A2 (t) dzo () -2
a2 JI% at € — Ay (t) + ; colawe(Tw(t))]

fc(yg( 7(1)))

+§ co ngw

N[ Rle)ds T,

2 k1
< (?22(15) + Bs dy(;t(t) € —agyq(t) + OJZ:I colcew (ys (1))]
k1
9o (Tw(t)) + Z co[dew(Ys ()] gw (2w (t — o (t)))
N w=1 t
+ 3 oWl [ oulra(o)ts + T

weD ceRt>0,

(4)
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equivalent
d2x,(t) doy(t)
de? Pomar — Auio(t) + Z aus t
X fo(ys(t +wa< () fe(ys(t = (1))

+Zew< / PRACIOIE

a2y, dy al
gt2<t) + B ydit) = —agyc(t) + ; Cew(t)
k1
X gu (o (t)) + Z dew(t) g (w0 (t — o (1))
w=1
k1 t
+ ﬂgw t w w d +T§7
3 dult) [ oulra(ohas

weD ceRt>0,

(5)

where a,(t) € colau.
O (t) € colfus(zw(t))], cow(t) € coleaw (ys(t))], dow(t) €
co[dew(Ys ()], Vew(t) € colPew (yc(t))]-

Definition 1 ([36]). The function =z(t) =

(@1(t), 22(t), ok, ()T, y(t) = (W1(1),92(8), 9o (1)
is a Filippov-solution of BAM-IMNNs (1)
with initial position z,(1) = xu(}),du(l) =
Puw(F),ye (1) = Xe (1), 9 () = @¢(1) and
Xw(i)790w(i) € C([_§>O]7R)ai € [_§70]/
)2{(1)’ @C(i) € C([_§*>O]’R)ai € [_§*a0]/ w e @,g eR.
For all compact-interval of [0, +c0), the function x(t),

y(t) meets system (4) and (5).

2.3 Error model between BAM-IMNNSs (1) and (7)

Now, we take corresponding response-model of
BAM-IMNNs (1) below:

2
d g;;(t) = — Apw(t) — dpw + Z e (P (t
ko
x fo(qe(t)) + Z b (Pw (1)) fe(qe(t — 7(t)))
¢=1
e (Dw <(qc(s))ds
+3 bl >>/t_w)f ((5))
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(20 ()], bug(t) € CO[l;wc(xw(t))],

d? ds (t)
d¢?

dQc

:_a<Q(

+ Z Cow(qs(t
k1

X gu(Pu(t)) + Z e (e (£)) oo (P (t = 0 ()))

w=1

+Zﬂw (et /t sl

+Tg+u<(),w€©,§€%,t20, (7)
where
df(( < t ) d w(t)
Aus (P = { s s df( T t;) = dpdt(t)
w w S p§ Pw
wga wa( > dt
dfc(pc t 7())) < dpw (t)
p wo ws dt dt
wg w ¢ dfc P§ t T(t))) dpw( )
¢ Pwe dt dt
" {wzf
— t t) Js\PslS ds dpw
9w§7 Bux n(t) > pdt(t)
(8)
. dgw(qw 1)) < dchl(t)
gw? w
Cow(gs(t o dgw(Qw(t)) dCJc(t)
gw? w
B + e dgu(%(t a(t)) < dqg(t)
dew (g5 (1)) = { : 7¢dew(qw(tt a(t)) d‘k(t)
d f) 90 (a0())ds _ dq (1)
+ t—u(t) < <
79§w<(k(t)) - { o gbcwdf; " g(if(qw(s))ds B dth(t)
o Pow a > @
9)

where p,,(t) is the w-th neural status, ¢.(t) is the ¢-th
neural status, the other parameters remain consistent
with those in BAM-IMNNs (1). And the initial
data of BAM-IMNNS (7) are prescribed as p,(}) =
oD Lul®) = @ (0ac(d) = @) () = () and
X:)(i)’ @Z;(i) € C([_§7 0]7 R)’-T- € [_§’ O]/ Xz(i)v @Z(i) €
C([-§%,0,R), 1 € [-§*0],w e D,c € R

e1w(t) = Pu(t) + 2w (t), e (t) = q(t) + ys(t) stand for
synchronization error state, then we have error model
of BAM-IMNN:Ss (1) and (7) below:

26 e k2
d dltg(t) = — Aoeru(t) - d Lol Z Bf(a(t
ko ) k2 -
+ Z bue(t) fo(ge(t — 7(¢))) + Z Ouc(2)
¢=1 =1
t ko
<(gc(s ds Q¢ t s\Ys 3
x/t_n@f(q”) +; ()1 (9 (1))
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"‘wag Mo (ys(t = 7(t)

) + Zewg

x/ £ (0e(s))ds + (14)Ty + v (t)
t—n(t)

dQZQ;(t) = — acea(t) — de2< + chw 9 (P (1))
k1 k1
+ Z chw (t)9w (P (t — o (1)) + Z &;w (t)
w:tl N w=1
S AR CIIED SUROACNE)
. fjldwu)gw(xw(t — () + fjlvmw

« / 0o (20 (5))ds + (1) e +u (1),
t—u(t)

weD,ceRL>O0, (10)
where au(t) € colaw(pu(t))], ch( t) € colbug(pu(t))],
ng( ) € CO[nggpw( N, Ceu(t) € coleqn(gs(t))], dew(t) €
co[dew(qe(t))], Vew(t) € coldew (g (1))]-

2.4 lemmas and Definitions

Definition 2 ([10]). The BAM-IMNNs (1) and
(7) are said fixed-time anti-synchronization, if for
Verw(t), é1u(t), eac(t), éac(t) € R, and settling time
funtion T'(€1,(0),€2.(0)) > 0, exist Ty >

0. Such that T(€1,(0),€2:(0)) < Tiaz, and
limesr,.. |[E1 ()| = 0, limer,... ||léac(8)]| = 0, and
llew(t)|] = 0,||éac(t)|| = 0 for t > Tp4., where
elw(t) = (en(t),ena(t), ...erp, (t), é11(t), e, (1))",
€1.(0) = (e11(0),e12(0), ...e1x,(0), €11(0), ...é11, (0))7,
Eac(t) = (ear(t), enn(t), ..ean,(t), €21 (t), ..eam, (1))",
€2:(0) = (e21(0),e2(0), ...k, (0), 21(0), ...€21,, (0)) 7,

and 7}y, is named settling time.

Definition 3. ([38]) Suppose the BAM-IMNNSs (1)
and (7) are fixed-time anti-synchronization, if error
system (10) is fixed-time stable, and for a constant
T, > 0, and Ve, (0),é2(0) € R?, such that
T'(€14,(0), €2:(0)) < T}, then BAM-IMNN s (1) and (7)
are called PTAS, and T}, is called the preassigned-time.

Lemma1 ([10]). Let 1, z2, ..
1 and such that.

n n
St = (S )"
r=1 r=1

Xp > 0,0< < 1,19 >

n

>3
r=1

(11)

n
= n()_xp/n)®
r=1

Lemma 2 ([37]). All for function YV () : R?* —
[0, +00), regular function with positive-define and

radially unbounded, and pretty much all results of
(10) fulfill

dV(e(?))

N —wVel) + AV(e(t)) — =

< —yVe(e(t))
in which v,w, =, 4 > 0,4 < mz’n{ﬂy,w},o <e<
1,1 > 1, then. system (10) is fixed-time stable and ST
is

1—e

—
—
— €

[(y— A)e + 5]t —
(v —A)e(1—e)

ot Eit (@
21-U(] — 1) (ww — A)

flzvlczar =

)%]1 —1

1 ’
l

A>0, (12)

Lemma 3 ([38]). Let YV () : R?* — [0, 4-00), which
is the regular function with radially unbounded and

positive-define, and pretty much all results of (10)
fulfill

dvgét(t)) gT:”;f (—yVE(E(t) — mVi(E())
+AV(e(t) - £)

then. BAM-IMNN s (1) and (7) can implement PTAS,
and T, is called preassigned-time.

Remark 1. It is worth noting that the definitions and
lemmas given in this subsection are the main basis for
the research results of this paper, and they are also
clearly marked in the derivation part of this paper.

3 Main results

3.1 PTAS between drive-response BAM-IMNNSs (1)
and (7)

We get some results on PTAS between BAM-IMNNS5s

(1) and (7) in this part, we firstly design the following
controller to achieve this goal.

U (t) = — myerw(t) — neéi,(t) — ijx sign(é1w(t))
X (F1wle1w ()] + "@w’élw(t”e + H3w’€1w(t>|l
+ Ko |€1(t)|1) + A( %:w 1)(sign(é1.(t))

~ Tmaw

 lera(t)] + e1.(0) = sign(enu () (5

+N,) — 2T,
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where

“ sign(éa(t))
p

X (771<|62<( )|€ + 7r2<|é2<( )’E + 7T3g|€2g(t)|l

3 — 1)(sign(éx(t))
5 ; ; Sk Tmaw

X |eac(t)] + éac(t)) — sign(éac(t))(E T

+ V) — 27, (13)

Uc(t) = - mze2c(t) - n;‘é%(t) -

maaﬂ

—|—7r4<]é2<( )‘ )+A*( T

k1
Vi(t) = Z(lelw(t)l + €10 (t)])
w=1
ko
Va(t) = (eac(®)] + [éa(t)])
=1

Along solutions of error system (13) and through
where my,, N, 1w, Kow, K3w, Faw,ME, NS, Tie, Tag, T3¢, T4¢ calculation analysis, we get

are all non-negative constants, and T,q. 1S settling
time of fixed-time anti-synchronization, 7, is
preassigned-time, we let

DYV (t)
A: {1_ w — Ty A\w w}a 14
1%1221 1 Nw, Aw + M (14)
’y = 1%’21%1]61 {K/lah K/Qw}a (15)
~ 1—1 .
w = (2k1) 1<In1<nk: {53w754w}7 (16)
~ k1 ko
== Z wc+ch+977) ]a (17>
w:l s=1
ko
Nw - Z (Aw< + ng + 977)1_[9 (18)
¢=1
A zlrgnggz{l—ﬂg—ng,adrmg}, (19)
¥ = min {mg,mg}, (20)
~ % 1-1 :
w* = (2k2) 1%11&2 {7r3<,7r4§}, (21)
B k‘z kl
E* =) [Er =) 2(Cew+ Doy +00)IL],  (22)
=1 w=1
k1
Ne =) 2(Ce + Doy + 00)1L, (23)
w=1
A= max [ AL =i (5,57,
w:min{ﬁ,ﬁ*}752é+é*, (24)

Theorem 1. If Assumptionl holds true, and
N EA > 0, A < min{'y,w} hold, then
BAM-IMNN s (1) and (7) can implement PTAS, and
preassigned-time is 7),.

Proof. We design positive function

V(t) = Vi(t) + Va(t)

68

= D Vi(t) + DT Va(t)

= Z[élw(t)sign(elw(t)) + é1,(t)sign(é1,(t))]

ko
+ ) [eac(t)sign(eac(t)) + éac(t)sign(éa(t))]

s=1
= Z {sign(em(t))élw(t) + sign(é1w(t))[—Au
e1w(t) — Hwéiw(t) + Zawc (t) fo(qe(t Z 5(t)
x felgs(t —7(t))) + Zewc /t " fe(gs(s))ds
+Zaw§ ) fe(ye(t +wa§ ) fe(ys(t = 7(2)))

O (t (yc(s))ds + 2T, — myeqw(t
+; ()/tn(t)f(y()) + 1)

Tma:p

— N1, (t) — sign(€1u(t))(K1wle1w(t)|

P
+ "92w,é1w( )N+ "53w’elw(t)|l + ”4w|é1W(t)’l)

+ A( ;:x 1) (sign(é1w(t))le1w ()] + €1 (t))

- sign(én (D) ETFE + %) 21

ko
+ > {sign(ea(t))éa(t) + sign(éa () [~acea(?)

k1 k1
— Beéac(t) + Z Cew (1) g (Pw (1)) + Z dcw (t)
w=1 . ~ twfl
< gupult = o(0) + 3 0®) [ au(pu(s)ds
w1 t—u(t)
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k1 ky

+ 3 O gul@n(®) + 3 da(B)gu(@u(t — o(1)))
w];ll t o1

+ wzl ﬂcw (t) [—L(t) Jw ($w(8))d8 -+ 2T§ — mjek(t)

Tmaa:

—nléa(t) — sign(éac(t))(miclea(t)[

p
+ 772<‘é2<(t)|6 -+ 7r3<’€2<(t)’l + 7T4<|é2<(t)’l)

+ (2R 1) sign(éas(8) e (£)] + éac(1)
—sign(eaO)(E TG 4R M) (@)

From Asummptionl and (25), by directly scaling or

. ;Tma:c
+len ) - G + R0}
k2
> {(0= B = n)léac(t)] + (ag +m?)
=1
k1 T
leac ()] + 2;((1@ + Dgy, + 90)IL, — ;px

(T1clec(t)| + mac|éac(t)] + 7T3€’€2€(t)‘l

+macleac(t)]') + A*(T;f;x = D)(Jeas(8)]

- T
+leac(®)]) = (27— 4 X)
* T, ° }

(26)

shrinking the activation function, connection weight Basing on Lemma 1, (15), (16), (20) and (21), we get

and sign function, we get

k1
D'V() <) {\élw(t)l + Awlerw(t)] — pwlérw ()]
w=1
ko
+2 Z(Awq + Bus + n)Ils + me e (t)]
s=1
Tmax

— nylé1w(t)] — T
P

. ~ T,
+ ’iSoJ|61w(t)|l + “4w|61cu(t)|l) + A( ;az
P

(lew (O] + [e1()]) =

~ T,
Emam Nw}
(E5 + )

ko
+ 3 {leac(t)] + acleac(®)] = Beléac ()]
s=1
k1
+2) (Cowy + Do + 9L, + m?|ex (t)]
w=1

Tmaa:

T (m1clec ()| + macléac(t)]
p

— nfléac(t)] —

. - T
+ macleac (D' + macléa (O) + A7(—22E — 1)
p

(eac)] + leac)) = (5725 4.}

k1
=3 {0 o= mler ()] + O+ )
w=1

ko
|1 ()] + 2 Z(ch + Bug + )1l —

=1
("ﬂlw‘elw(t”E + “2w‘é1w(t)’5 + “3w‘€1w(t)’l

S 1)(era )

Tmaz

p

+ ’i4w‘é1w(t)’l) + A(

(K1wle1w ()] + Kawl|é1w(t)]

B wil (F1wlerw(t)| + Kawlér (1))
< —w[?:l(lelw(t)\ + e ()]

_ g(ﬁgw|elw(t)\l + Fawléro(t)])
< —w[gﬂ@lw(tﬂ + e ()]
_ g(mc\e%(wr + mac|éac(t)|)
< —v*[i(lezg(t)l + léac () D]

) i(ﬂgg\e%(tw T miclésc®))
< =[S (ea0] + en O]

s=1

(27)

we get

k1
DV () = {1 = o = n)lér (] + (A +m)

w=1

ko
T,
e ()] + 2 Z(ch + Bus + )1l + ;w
s=1 p
k1 k1

(= (erw®)] + D] = @Y (lerw(?)]

w=1

w=1
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e ) + AR -

Tmam
+ |é1w(t)|) - (H
TP

D(le1w (#)]

+ R}
ko
+ 3= B = n)léac(B)] + (ag +m))
=1
k1
|e2(t)] + 2 Z(ch + Doy + D)1, +
w=1
kg k2

(7D eac®)] + [ (D) = = [ (leac(t)]

=1 s=1

+leac(t)N])') + A%( ;;m 1) (leac ()]

Tmax
Tp

Tmaw

p

T leac(B)]) = (572 480 §

Basing (14), (18), (19) and (23), then

Tmaw

DTV (t) < (AVi(t) —

p
Tma:c
T,

P

D Vy(t) < (A*Va(t) — A
then, one gets

Tmax

p

DTV (t) < (AV (t) —4VE(t) — wVi(t) — 2).

(29)

then, from Lemma 3, we get BAM-IMNN s (1) and (7)
can attain PTAS under the controller (13). This proof
is complete.

Remark 2.

It is worth noting that when 7, = T4 in
the controller of Theorem1, the preassigned-time
anti-synchronization problem we studied can be
transformed into a fixed time anti-synchronization
problem.

Remark 3.

The Lyapunov function designed in Theorem 1
explicitly includes errors and their derivatives,
ensuring that they converge simultaneously and
making it particularly suitable for analyzing
second-order dynamic systems. And it is a key
tool for proving that the system achieves fixed time
consistency. Its derivatives can conveniently handle
non-smooth terms such as signed functions in the
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control law. In the research of this article, this type
of Lyapunov function is highly in line with our
requirements.

Remark 4. The research on preset time
anti-synchronization control has solved another
type of key problem that traditional synchronization
control cannot handle. Its core value lies in enabling
the system to achieve anti-synchronization within the
precise time set by the user and independent of the
initial state of the system. This is crucial for enhancing
the security, reliability and performance of the system.

4 Numerical simulations

let’s give some simulations results to explain the PTAS
as follows.

Example 1. Discuss the two-dimensional
BAM-IMNNSs is showed below
d2aq (t dx
dtQ( ) = — 1.25.%'1(t) —0.1 1 + Zalg $1
+Zb1c z1(t fc yg(t_T(t»)
"‘Zelc (w1 (t / fe(yc(s))ds
t—n(t)
251 dza(t) | o
Gz =~ L2aa(t) 01—+ ; ase(z2(t))
+ ZbQC 372 fc yC(t - T(t)))
Z Ooc (22 (t / fe(yc(s))ds
t—n(t)
Ay (t) dy1
12 =—15y1(t) - 0.2 Zcm Y1 (t
+Zd1w yl gw ﬂfw(t*O'(t)))
T Zﬁlw it / ()gw<:cw<s>>ds
u(t
d2y2 (t) dy2
w = 1.5y2(t) — 0.2 —l—ZcQw (ya(t

)+ Z daw (y2(t

)9 (x0(t = (1))



I0JK Journal of Nonlinear Dynamics and Applications

X2(t) -20 -50 x1(t) 50 20 X2(t)

y,(t)

-20
0
X,(t)
Figure 1. Phase trajectories of BAM-IMNNSs (30).
2 t
#30e®) [ gulaus)ds, (30) R
wzzl ’ t—u(t) o %o% T
2 1 2 3 . 5 s 7 8 9 10
@) = 224, = 16 -
where aqi1(x(t = 22afy, = 16,0, = i N
1.8,bf, = —3.24,b;, = —32,bf, = 282b, = 5o — "‘% —]
2.83,0f, = —0.01,0;; = —0.01,6];, = 0.01,0, = o 1 2 s 4 5 s 7 s 9 1
0.02, a9 (zo(t)) = —16,a5, = 24,05, = e
—2.6,b5; = —25,by;; = —245bj, = 2.8,by = = . 4
2.87,05, = —001,0,;, = —001,65, = S L
— + 0 1 2 3 4 5 6 7 8 9 10
0.01,0, = 0.02,c11(n(t) = 06,¢,, = timels)
—0.5,c, = —03,df, = 1.6,d; = 1.62,df, = T |
~25,d, = —29,9f, = 00,9, = 0.02,9], = T
—0.05,9, = —0.02,co(ya(t)) = -18,cf; = I A
—11,c5 = —1.13,dj; = 1.39,dy; = 1.38,dj, =
—3.25,dy, = —3.27,94, = 001,95, = 0.02,95, =
325’d2_2 3:27, Uy 0.01, 05 02, V2 Figure 2. Error trajectories of BAM-IMNNSs (30) and (31)
—0.01,95, = —0.02, 7(t) = nit) = o) withT, — 5
. .
) = s gu(re(t) = tanh(zu(t),

fe(ye(t)) = tanh(yc(t)), w,s =1,2,and I',, = T = 0.
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BAM-IMNNS (30) exists chaotic via initials
Xl(i) = 087§01(i) = 0757X2(i) = _087()02(1) =
—0.7,02(f) = -0.6,vi € [-1,0), let's drawn it
in Figure 1.

let’s give corresponding response systems below

d2pi(t dp
dt{f ) gty — 00920 Zak pi(t
+Zb1§ p1(t) fe(gs(t — 7(1)))
t
e 0 ®) [ Radis )
c=1 t—n(2)
d®pa(t) p2(t)
T =~ 1.25pa(t) — 0.1
+Zb2< p2(t)) fo(gs(t — 7(2)))
+ Zagg pat / Fulae())ds + vat),
t=n(t)
d?qu (t) dQI
w2 1.5¢1(t) — —I— Z crw(qu(t
) + Zdlw q1 () g (Do (t — (1))
+ Z "910.1 Q1 / ( )gw(pw(s))ds +ul (t)v
L(t
d2go(2) dq2
T = Lim(t) — 0.2 +Zm gt
+ Z d2w CI2 gw pw( (t)>)
+ Z 192w Q2 / : )gw(pw(s))ds + u2(t)>
o(t
(31)
the data of BAM-IMNNs (31) are same
as BAM-IMNNs (30), in controller, we let
T:n:g:b:l,l:0.5,6:1.5,m1:

= 14.25,n1 = ngy = 1.2,m] = mj = 184,n] =
ny = 3.3,K11 = K21 = K12 = K2 = M| = 2] = T2 =
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Figure 3. Preassigned-time anti-synchronization
trajectories of z1(¢) and p1 (¢).
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Figure 4. Preassigned-time anti-synchronization
trajectories of x4 (t) and p2(?).

T2 = 20, K31 = K41 = K32 = K42 = T3] = T4 = T3 =
Tiz = 41.6, By = 20.26, By = 19.28, B} = 11.42, E} =
15.3,A = 15.5, A* =19.9. Through simple calculations,
weget A =19.9,v=20,w = 20.8, = = 0.24, And the
all requirements of Theorem 1 hold. Then, system
(1) and (7) can get PTAS, and Tjq, = 5.3937. Let
T, = 5 < Thae = 5.3937. Figure 2 shows the error
trajectories of BAM-IMNNSs (30) and (31) under
control, and the traces of state of BAM-IMNNs (30)
and (31) are drawed in Figures 3, 4, 5, and 6. Let
Ty, = 4 < Thnesr = 5.3937. Figure 7 shows the error
trajectories of BAM-IMNNSs (30) and (31) under
control.
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Figure 5. Preassigned-time anti-synchronization
trajectories of y (t) and g1 (¢).
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Figure 6. Preassigned-time anti-synchronization
trajectories of y»(t) and ga(t).
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Figure 7. Error trajectories of BAM-IMNNSs (30) and (31)
withT), = 4.

5 Conclusion

This paper focuses on the preassigned time
anti-synchronization control problem of inertial
memristor BAM neural networks. By establishing a
theoretical framework directly based on second-order
differential equations, we have successfully overcome
the conservation problem caused by traditional
order reduction methods and achieved the complete
retention of the dynamic characteristics of the system.
Although this research has achieved certain results,
there are still issues worthy of further exploration.
How to apply theoretical achievements to large-scale
neural network systems and develop corresponding
hardware acceleration algorithms is a key step towards
practical application. These research directions will
open up new possibilities for the engineering
application of inertial memristor neural networks.
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