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Abstract
Across the globe, heart diseases rank as the
top cause of death, with their incidence steadily
rising. However, early detection before a cardiac
event (e.g., cardiac arrest) remains a significant
challenge. Although the healthcare sector possesses
extensive data on heart disease, the effective use
of this data for timely detection is essential to
protect from such events. This paper proposes
an innovative approach using fuzzy logic (FL),
convolutional neural network (CNN) models, and
feature selection to more accurately assess the
risk of heart attacks. Our study also emphasizes
the importance of data preprocessing, including
data transformation, cleaning, and normalization,
to facilitate the availability of trustworthy and
high-quality information for analysis. We employed
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lassoCV for feature selection to identify key factors
contributing to heart attack risk. Furthermore, we
developed a novel 1DConvolutional Neural Network
(1D-CNN) especially tailored for linear data to
improve neural network training and the significant
potential of advanced Artificial Intelligence (AI)
techniques in revolutionizing heart attack risk
estimation. We used fuzzy logic (FL) to handle data
uncertainties in the risk prediction phase, enhancing
prediction accuracy. Our proposed model achieved
remarkable performance metrics: an accuracy of
98.5%, 100% precision, and 98.5% F1-score, which
outperforms when compared with its counterparts.

Keywords: healthcare, deep learning, fuzzy logic, CNN,
heart attack prediction.

1 Introduction
Health is a major global concern, with equitable access
to quality healthcare services being a fundamental

Citation
Shafiq, S., Akbar, W., Hussain, A., Hussain, T., Soomro, A., Khan,
I., Haq, M. I. U., & Adnan, F. (2024). FuzzDL-HeartPredict: Heart
Attack Risk Prediction using Fuzzy Logic and Deep Learning. ICCK
Transactions on Advanced Computing and Systems, 1(2), 63–77.

© 2024 by the Authors. Published by Institute of
Central Computation and Knowledge. This is an open
access article under the CC BY license (https://creati
vecommons.org/licenses/by/4.0/).

63

http://dx.doi.org/10.62762/TACS.2024.794425
http://crossmark.crossref.org/dialog/?doi=10.62762/TACS.2024.794425&domain=pdf
https://orcid.org/0000-0002-4761-0346
https://orcid.org/0000-0001-9275-8318
http://dx.doi.org/10.62762/TACS.2024.794425
mailto:uom.tariq@gmail.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


ICCK Transactions on Advanced Computing and Systems

right recognized by the World Health Organization
(WHO) [1]. Cardiovascular diseases, particularly
heart attacks, remain a leading cause of mortality,
accounting for more than 17 million deaths annually,
representing approximately 31% of global fatalities.
Heart attacks and strokes alone contribute to 85%
of these deaths [2, 3]. Timely diagnosis and
effective intervention are crucial to reducing these
risks, yet many challenges persist, particularly in
resource-limited settings. The scarcity of diagnostic
facilities and reliance on highly specialized medical
professionals further exacerbate the issue [4–6]. These
limitations significantly hinder early detection and
treatment, particularly in developing countries where
access to advanced healthcare infrastructure and
diagnostic tools is limited [7, 8].

Medical diagnosis, especially for heart diseases, is a
complex task requiring accuracy and efficiency [9].
Early detection of cardiovascular conditions is crucial
for effective disease management, yet traditional
diagnosis methods often rely onmanual interpretation
of clinical data, which is prone to errors and
inefficiencies. Automating heart disease detection
through artificial intelligence (AI) and deep learning
presents a promising solution [10–12]. AI-driven
predictive models enable healthcare professionals to
assess individual risk factors more accurately and
provide timely interventions [13]. Analyzing complex
medical data, including patient-specific records and
incomplete or redundant information, is essential
for uncovering patterns that improve prediction
accuracy [14]. However, current methodologies
still face challenges in handling uncertain and
imprecise medical data, which impacts the reliability
of diagnosis.

FL has emerged as a powerful technique to handle
uncertainty and imprecision in medical data analysis.
Unlike traditional binary classification methods, FL
incorporates degrees of truth, enabling more flexible
and human-like decision-making in clinical diagnosis.
Deep learningmodels, particularly CNNs, have shown
remarkable success in medical image processing,
enhancing the accuracy of disease detection [15, 16].
While FL and CNNs have individually been explored
for heart disease prediction, limited research has
focused on their integration to improve diagnostic
accuracy. Additionally, while machine learning
techniques such as Random Forest [17], Decision
Trees [18], K-Nearest Neighbor [19], and Genetic
Algorithms [20] have been applied for heart disease
prediction, their effectiveness in handling uncertain

and fuzzy data remains under-explored.
To address these gaps, this study proposes a FL-based
and 1D-CNN model designed for heart disease
prediction. The primary research questions guiding
this work include:
• How can FL improve heart disease prediction by

handling uncertainty in patient data?
• Can a 1D-CNN model enhance predictive

accuracy for structured clinical data?
• How can advanced feature selection and

data pre-processing techniques contribute to
improving classification performance?

1.1 Contributions and Improvements Over Existing
Methods

Traditional machine learning models such as Random
Forest, Decision Trees, and K-Nearest Neighbor
(KNN) have been widely used for heart disease
prediction. While these methods offer substantial
predictive capabilities, they often struggle with
handling uncertain, imprecise, and noisy medical data.
Additionally, these models typically rely on manually
selected features, which may not fully capture the
complex interactions within patient health records.
Our proposed approach improves upon these
traditional methods in the following ways:
• Handling Data Uncertainty: Unlike traditional

classifiers, Fuzzy Logic can model the inherent
imprecision in medical data, leading to more
robust predictions.

• Feature Learning: Traditional methods depend
on predefined features, whereas the 1D-CNN
model automatically extracts relevant patterns
from structured clinical data, enhancing
prediction accuracy.

• Hybrid Approach: By integrating Fuzzy Logic
with CNNs, we combine the strengths of both
techniques—CNN’s capability to detect complex
patterns and FL’s ability to manage uncertainty.

• Improved Performance: The proposed approach
demonstrates superior performance in terms of
precision, recall, and F1-score, achieving an
accuracy of 98.5%, which surpasses the results
of traditional classifiers.

• Advanced Feature Selection: The use of LassoCV
ensures optimal feature selection, reducing
dimensionality and improving model efficiency.

64



ICCK Transactions on Advanced Computing and Systems

This novel integration of FL with CNNs provides
a more reliable and efficient framework for heart
disease prediction, offering significant advantages over
traditional machine learning techniques.

2 Related Work
Machine learning and deep learning approaches have
been applied to boost the accuracy and efficiency
of heart attack diagnosis and prediction. For
instance, Hameed et al. [21] utilized a computer-based
decision-making system that significantly reduced the
time required for heart attack detection, employing
supervised learning to enhance diagnostic accuracy.
Despite its success, the system’s reliance on predefined
clinical rules can limit its adaptability to new or
unusual cases.
Jansi et al. [22] developed a smartphone application
design for real-time heart attack diagnosis and
monitoring, achieving over 88% accuracy in
cross-validation tests. While this mobile application
provides convenience and accessibility, its accuracy
and reliability heavily rely on the quality of the input
data, which can be affected by user error or device
limitations.
Naive Bayes, Decision Tree, and Function Simple
Logistic Algorithms have also been explored for heart
attack prediction. Waberi et al. [23] investigated
these methods, achieving 89%, 87%, and 86% accuracy
in Heart Attack Prediction. However, Naive Bayes
assumes feature independence, which is rarely true
in medical data, potentially restricting their predictive
power.
Dileep et al. [24] used the C-BiLSTM technique on
the UCI Heart Conditions Dataset, incorporating
attributes like weight, heart rate, and cholesterol
levels, resulting in a 94.78% prediction accuracy.ul for
identifying patterns in data, the K-means clustering
algorithm is prone to sensitivity by the initial choice
of clusters and may st. It mayith datasets containing
noise and outliers.
Lee et al. [25] proposed a method of analyzing
respiratory irregularities, achieving a 90%
classification success rate. This method, while
effective, is limited by the specificity of the respiratory
data, which may not capture all relevant factors for
heart attack prediction.
Hidayat et al. [26] introduced the Hybrid Random
Trees (CADD), which combines random trees,
decision trees, and support vector machines, resulting

in a 91.47% accuracy rate. The (CADD), though
powerful, demands computational resources and may
require careful parameter tuning to achieve the best
performance.
Artificial neural networks (ANN) based on
backpropagation have also shown promise. Suneeta et
al. [27] utilized a convolutional neural network with
adapted backpropagation to classify cardiovascular
disease, achieving an accuracy of 96%, and Nandy
et al. [28], a swarm-artificial neural network was
used to predict heart disease, achieving 95.78%
accuracy. Despite their high accuracy, ANNs are
considered black boxes, providing little insight into
decision-making processes in medical applications.
Rani et al. [29] the study evaluated support vector
machine, naive Bayes, logistic regression, random
forest, and AdaBoost classifier, with an accuracy
rate of 86.6%. Although SVMs are effective in
high-dimensional spaces, they can have a high
computational demand and require precise tuning of
kernel parameters. Decision trees, on the other hand,
are more interpretable but can suffer from overfitting,
especially with small datasets.
Further research has explored machine learning
models’ application to various sources’ datasets,
improving prediction accuracies, and providing
insights into feature selection. For example, Bhatt et al.
[30] andMenshavi et al. [31] utilized different datasets
andmachine learning techniques, achieving accuracies
up to 87.28% and 95.6%, respectively. However, the
variability in dataset quality and feature selection
methods can lead to inconsistent performance across
different studies.
Studies on support systems for coronary artery disease
classification have also been conducted. Saeedbakhsh
et al. [32] employed SVM and ANN to classify
coronary heart disease, while Ozcan et al. [33] utilized
clustering techniques to predict heart attacks. Biswas
et al. [34] emphasized the significance of feature
selection in machine learning approaches for heart
attack prediction. Although the field has advanced,
these studies often face challenges related to the
generalizability and scalability of the models. Table 1
summarizes the techniques, accomplishments, and
limitations of recent works on heart attack prediction.

3 Methodology
In this section, we will explain how we will apply
the models to the UCI Heart dataset employed in
the study. In Phase 1: data Processing, the raw
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Table 1. Summary of related work on heart attack prediction.
References Techniques Achievements Limitations

Dileep et al. [24] Clinical decision-making
system

Reduced detection time and
improved diagnostic accuracy of
94.78%

Relies on predefined clinical rules,
limiting adaptability to new cases

Hidayat et al. [26] Naive Bayes classifier Achieved 91.47% classification
accuracy

Assumes feature independence,
which is often untrue in medical
data

Sunnetha et al.
[27]

K-means clustering Achieved 96% prediction accuracy Sensitive to initial cluster selection
and noisy data

Lee et al. [25] Analysis of respiratory
irregularities

90% success rate in classification Limited scope due to specific
respiratory data

Nandy et al. [28] Hybrid Linear Regression
Model (HLRM)

95.78% accuracy rate High computational demands,
requires careful tuning

Rani et al. [29] Backpropagation ANN 86.6% classification accuracy Considered a "black box"; low
interpretability

Bhatt et al. [30] ANN High accuracy for cardiovascular
classification

Prone to overfitting, hard to
interpret

Menshavi et al.
[31]

ML model comparison 95.6% accuracy SVMs need precise tuning,
computationally heavy

Saeedbakhsh et al.
[32]

Machine learning Up to 87.69% accuracy Highly dependent on dataset
quality

Ozcan et al. [33] Clustering techniques Predicts heart attacks Sensitive to parameter tuning, risk
of overfitting

Biswas et al. [34] Feature selection Shows feature importance in
predictions

Requires diverse, high-quality
datasets

data is prepared for supervised learning by assigning
labels, identifying and addressing any missing values,
normalizing the dataset, and then splitting it into
training and testing subsets. Phase 2: Feature Selection
identifies the most relevant features by feeding labeled
data into the feature selection pipeline, ensuring only
the most significant attributes are award. In Phase
3: Model Training, a Convolutional Neural Network
(Clearnsearn complex patterns from the selected
features. Finally, in Phase 4: Risk Prediction, fuzzy
logic is incorporated to enhance prediction accuracy.
This involves converting crisp inputs into fuzzy values
through a fuzzifier, applying fuzzy inference rules via
an inference engine, and then converting the fuzzy
output back into a crisp prediction using a defuzzifier.
The results are derived from the combination of
CNN-based learning and fuzzy logic. Throughout
this process, the training data from Phase 1 is used
for feature selection and model training, while the
test data are applied to evaluate the trained model
and generate predictions. The entire methodology is
designed to preprocess the data, select key features,
train a CNN model, and apply fuzzy logic to improve
prediction accuracy. Moreover, the block diagram for
the suggestedmodel is shown in Figure 1. The primary
objective of this research is to improve and measure
predictive models for heart attack risk focusing on

deep learning methods, especially CNN and FL.
Accurate prediction of heart attacks is crucial for timely
intervention and treatment.

3.1 Dataset Description and Rationale for Selection
3.1.1 Dataset Description
The Heart Disease dataset from the UCI Machine
Learning Repository contains 303 records and 14
features, including both continuous (e.g., age, serum
cholesterol) and categorical (e.g., sex, chest pain type)
variables. It is widely used in heart disease prediction
research, making it a suitable choice for testing
machine learning models in medical applications.

3.1.2 Feature Distribution
The dataset includes a mix of continuous and
categorical variables. The age range is between 29 and
77 years, with the sex distribution being imbalanced
(68.3% male, 31.7% female). Chest pain type is fairly
balanced, while serum cholesterol is skewed, with
most values below 350 mg/dl.

3.1.3 Potential Biases
There is class imbalance (45.5% with heart disease),
and gender imbalance, with more males than females.
The dataset also lacks extreme age groups, limiting its
applicability to younger or older individuals.
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Figure 1. Framework of proposed solution.

3.1.4 Rationale for Dataset Choice
This dataset was chosen due to its relevance to heart
disease prediction and itswide use in research. It offers
a manageable size (303 records) and diverse features
for model testing and comparison.

3.1.5 Representativeness of Diverse Populations
The dataset is not fully representative of global
populations, with biases in gender, age, and
geographical diversity. Future research could include
more diverse data to improve model generalization.

Table 2 provides an overview of these attributes. The
dataset is available for access online through the UCI
machine learning repository: https://archive.ics.uci.edu/ml
/datasets/Heart+Disease.

3.2 Data Pre-processing
3.2.1 Data Cleaning
The dataset was cleaned to address missing values
and uphold consistency across attributes. Missing
values were imputed using mean or median values
as appropriate.

3.2.2 Normalization of Data
Continuous variables were normalized to achieve a
zero mean and unit variance and to facilitate efficient
model training.

x′ =
x− µ

σ
(1)

wherex represents the original value, µ is the variable’s
mean, and σ is the standard deviation.

3.2.3 Data Labeling
Each data instance was labeled with clinically relevant
information, including age, gender, and health history.
Accurate labeling is crucial for developing reliable
predictive models and for subsequent analysis.

3.3 Feature Selection
3.3.1 LASSO Method
LASSO is a feature selection method utilizing L1
regularization to simplify the model by removing
irrelevant features. The LassoCV class from the linear
model library was used with 5-fold cross-validation
to automto-tune the regularization parameter
automaticallyASSO method minimizes the objective
function:

L(β) = 1

2N

N∑
i=1

(yi − xT
i β)

2 + λ

p∑
j=1

|βj | (2)

where N is the number of observations, xi is the
target variable, xi is the input vector for the 1-th
observation, β represents vector of coefficients, p
represents features counting, and λ represents the
regularization parameter.

3.3.2 1D-CNN Architecture
The proposed 1D-CNN model is designed to
process one-dimensional data, making it particularly
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Table 2. Overview of dataset attributes.

No. Attribute Explanation
01 Age Age of the individual in years
02 Gender 1 = Male, 0 = Female
03 CP Category of chest pain experienced
04 Trestbps Blood pressure measurement at rest, expressed in mm Hg
05 Chol Concentration of serum cholesterol in mg/dl
06 FBS Fasting blood glucose level greater than 120mg/dl (1 = Yes, 0 = No)
07 Restecg Electrocardiogram results taken at rest
08 Thalach Highest heart rate recorded during testing
09 Exang Presence of exercise-induced angina (1 = Yes, 0 = No)
10 Oldpeak ST segment depression during exercise relative to rest
11 Slope Gradient of the ST segment during peak exercise
12 CA Count of major blood vessels visualized via fluoroscopy
13 Thal Thalassemia type (3 = Normal, 6 = Fixed defect, 7 = Reversible defect)
14 Target Presence of heart disease (0 = No, 1 = Yes)

well-suited for tasks involving time-series or
sequential data. Unlike conventional 2D CNNs, which
are applied to two-dimensional inputs such as images,
our 1D-CNN focuses on learning patterns from a
single dimension (e.g., time or sequence). This is
achieved through convolution operations along one
axis, enabling the model to efficiently capture local
temporal dependencies.
Mathematically, the convolution operation for a
1D-CNN can be expressed as:

y(t) = (x ∗ w)(t) =
K−1∑
i=0

x(t+ i) · w(i) (3)

where x(t) is the input sequence at time t, w(i) is the
filter or kernel of sizeK, and ∗ denotes the convolution
operation. This operation is applied across the input
sequence to extract local features.
The architecture of the 1D-CNN typically includes
several 1D convolutional layers followed by pooling
layers. The pooling operation can be represented as:

ypool(t) = max
i∈[t,t+k−1]

x(i) (4)

where k is the window size for pooling, and the max
function selects the most dominant feature in the local
neighborhood. These layers are followed by fully
connected layers that generate the final prediction.
One significant advantage of the 1D-CNN over
conventional 2D CNNs is its computational efficiency.
Traditional 2D CNNs apply convolutions over both

spatial dimensions (width and height) of an image,
which requires larger filters and higher computational
cost. In contrast, 1D-CNNs operate over a single
dimension, which reduces the number of parameters
and operations, making it faster to train and less
computationally expensive. For example, the number
of parameters in a 2D convolution is:

K ×K × Cin × Cout (5)

where K is the filter size, Cin is the number of input
channels, and Cout is the number of output channels.
In a 1D-CNN, the number of parameters is:

K × Cin × Cout (6)

leading to a reduction in the total number of
computations.

3.4 Model Training
CNNs were chosen for their capability to deal in
complex and high-dimensional data. The CNN
architecture was designed to identify key attributes
from the provided data, followed by fully connected
layers for classification.

3.4.1 Convolutional Layers
The CNN model includes convolutional, pooling, and
fully connected layers convolutional layers perform a
convolution operation on the input:

(W ∗ x)ij =
∑
m

∑
n

Wmnxi+m,j+n (7)
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whereW denotes the filtermatrix, x is the inputmatrix,
and i, j are the indices used in the output matrix.

3.4.2 Activation Function
The convolutional layer’s output is passed through
a non-linear activation function, typically the RELU
(Rectified Linear Unit):

ReLU(x) = max(0, x) (8)

3.4.3 Model Training Process
The datawas partitioned into two sets in away that 80%
was used in the training set and 20% in the validation
set. The models were trained with the training dataset
and the process of hyperparameter tuning as well was
performed over the data splits of the validation set. The
Adam optimizer was utilized to train the CNN, with
early stopping applied to avoid overfitting. The Adam
optimizer updates the weights using the following
equations:

mt = β1mt−1 + (1− β1)gt (9)

vt = β2vt−1 + (1− β2)g
2
t (10)

m̂t =
mt

1− βt
1

(11)

v̂t =
vt

1− βt
2

(12)

θt = θt−1 − η
m̂t√
v̂t + ϵ

(13)

wheremt and vt represent the first and secondmoment
estimates, β1 and β2 are the decay rates, gt is the
gradient, η is the learning rate, and ϵ is a small constant.

3.5 Fuzzy Logic Integration in CNN
FL is integrated into the CNN model to enhance
decision-making under uncertainty by incorporating
linguistic variables and fuzzy membership functions.
Instead of relying solely on crisp decision boundaries,
the proposed model uses fuzzy set to handle
ambiguous or imprecise input data. The fuzzy
system consists of three key components: fuzzification,
inference, and defuzzification.

3.5.1 Fuzzification
The input features of the CNN, denoted as X =
{x1, x2, ..., xn}, are transformed into fuzzy values
using membership functions µ(x), which map crisp
inputs into fuzzy sets:

µA(x) =
1

1 + e−α(x−c)
(14)

where α is the shape parameter, and c is the center
of the fuzzy set. This allows input values to
belong to multiple categories with varying degrees
of membership.

3.5.2 Fuzzy Inference System (FIS)
FIS is integrated into the CNN layers to modify feature
maps based on fuzzy rules. A set of fuzzy IF-THEN
rules is applied:

IFx1 is A AND x2 is B, THEN y is C (15)

where A, B, and C are fuzzy sets. The rule strength
is computed using the T-norm operator, typically a
product operation:

wr = µA(x1) · µB(x2) (16)

This weight is then applied to modify the activation
maps in the CNN layers, enhancing feature extraction
under uncertain conditions.

3.5.3 Defuzzification and Uncertainty Management
Tomake final predictions, defuzzification is performed
using the centroid method, which converts fuzzy
outputs into crisp values:

y∗ =

∑
wr · cr∑
wr

(17)

where cr is the centroid of the fuzzy region associated
with rule r. This step ensures that the CNN model
outputs precise classifications even with uncertain or
noisy inputs.

3.6 Performance Evaluation Metrics
We evaluated the model’s accuracy, precision, recall,
and F1-score. By using these metrics, you can
evaluate a model’s classification abilities and overall
effectiveness based on the dataset.

3.6.1 Accuracy
The proportion of correctly predicted instances by the
total instances as shown in equation (18):

Accuracy =
TP + TN

TP + TN + FP + FN
(18)
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3.6.2 Precision
Precision shows the fraction of positive identifications
that are truly correct. It can be found out through the
following equation (19):

Precision =
TP

TP + FP
(19)

where False Positives are represented by FP and True
Positives by TP .

3.6.3 Recall
Recall (sensitivity) evaluates how well the method
identifies the real positive instances. It can be
measured through the following equation (20):

Recall = TP

TP + FN
(20)

where FN stands for False Negatives and TP for True
Positives.

3.6.4 F-Measure
F-Measure, also known as the F1 Score, combines both
Recall and Precision into a single metric. The formula
for calculating it:

F-Measure = 2× Precision× Recall
Precision+ Recall (21)

3.7 Model Training and Validation
The loss function is essential in training a deep learning
model, as it quantifies the difference between the
model’s predictions and the actual outcomes. Two
primary types of loss aremonitored during the training
process: training loss and validation loss.

3.7.1 Training Loss
Training loss evaluates the error in the training data
over each training process. It reflects how well the
model adjusts its weights and biases to fit the training
data. The training loss is computed after each epoch
(complete pass over the training dataset) and offers an
indication to measure how well the model is learning
from the training data. Mathematically, the training
loss Ltrain at epoch i can be defined as equation (22):

Li
train =

1

N

N∑
j=1

ℓ(yj , ŷj) (22)

where N represents the number of training samples, ℓ
is represents the loss function, yj represents the true
label, and ŷj denotes the predicted label.

3.7.2 Validation Loss
Validation loss quantifies the error on a distinct
validation dataset that is not involved in the training
process. It serves as a measure of how well to predict
outcomes to previously unseen data. Analyzing the
validation loss helps uncover overfitting issues, where
the model achieves high accuracy on the training
data but fails to generalize on the validation data.
Mathematically, the validation loss Lval at epoch i can
be defined as:

Li
val =

1

M

M∑
k=1

ℓ(yk, ŷk) (23)

where M indicates number of validation samples, ℓ
Indicates loss function, yk Indicates true label, and ŷk
denoted the predicted label.

4 Results and Analysis
In this section, we discuss the evaluation outcomes
of our devised CNN, FL deep learning model, and
compare its performancewith varied benchmarks. The
results are compared based on accuracy, precision,
recall, and F-score metrics, such as are useful for
understanding the learning process of the models and
how they perform on new test data. The CNN and
FL outperform all other models in terms of accuracy
shown in Table 3. While comparing the model in terms
of Precision, recall, and F-measure are shown in Table
4, which shows the proposed model capabilities.

4.1 Analysis of Training and Validation Loss
The training and validation loss is shown in Figure 2.
Depicts the training and validation loss curves for
training and validation over 50 epochs for the model.
Both the training loss depicted in blue alongside
validation loss in orange show a general downward
trend, indicating that the model is progressively
learning and enhancing its performance over time.
Initially, both losses are relatively high, but as
training progresses, the losses decrease significantly,
suggesting that the model is gradually fitting the
training data and optimizing its predictions on the
validation set. There are minor fluctuations in both
curves, which can be attributed to the stochastic nature
of the training process, but the overall loss reduction
is consistent. Importantly, there is no significant
divergence between the training and validation losses,
which implies that the model generalizing well and
not overfitting the training data and is generalizing
well to unseen data. This indicates a balanced learning
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Table 3. Accuracy-based comparison between proposed methods with existing methods.

References Methods Accuracy
[44] Multi-task neural network 90.09%
[45] Adaptive Boosting 85.28%
[45] Bagging 86.37%
[45] Stacking 87.24%
[46] Random-Forest 86.93%
[47] Stacking 89.86%
[48] K-nearest neighbor + ICA 88.25%
[35] Feature Learning , Improved C4.5 algorithm 94.55%
[36] Stacked Weighted Nearest Neighbor (SWNN) 78 to 98%
[37] CNN + RNN 96.51%
[38] Logistic Regression Classifier 88.16%
[43] ensemble learning approach 98%
Proposed Method CNN, FL 98.5%

Table 4. Contrasting existing models with the proposed model.

Reference Methods Accuracy Recall Precision F-Measure
[39] Logistic Regression 92% 97% 88% 92%
[40] Deep learning 82.49% 77.08% 87.24% 84.41%
[29] Adaboost 86.59% 83.53% 88.96% 86.16%
[41] lightweight CNN 94.09% 91.71% 91.82% -
[42] MLP-EBMDA 94.28% 96% 96% 96%

Proposed Method CNN, FL 98.50% 97% 100% 98.50%

process, as both losses decrease in tandem, showing
the model’s proficiency to generalize without losing
predictive performance on the validation dataset.

Figure 2. Training and validation loss.

4.2 Convolutional Neural Networks (CNN) and
Fuzzy Logic (FL) compare the accuracy of various
existing techniques

The proposed method, which combines Convolutional
Neural Networks (CNN) and Fuzzy Logic (FL),
achieves the highest accuracy of 98.5%, as shown
in Figure 3, surpassing other techniques. The next
best approach uses a combination of CNN and

Recurrent Neural Networks (RNN) by Rahman et
al. [37], achieving 96.51%. Other methods, such as
the multi-task neural network by García-Ordás et
al. [44] and stacking techniques by Liu et al. [47],
reported accuracies of 90.09% and 89.86%, respectively.
In contrast, traditional machine learning methods
like Adaptive Boosting 85.28% and Random Forest
86.93% showed lower performance. The feature
learning method using the improved C4.5 algorithm
by Muhammad et al. [35] reached a high accuracy
of 94.55% but still falls short compared to the
proposed method. Table 3, demonstrates that deep
learning-based methods, particularly the proposed
CNN-FL approach, significantly improve predictive
accuracy compared to classical techniques.
Figure 4 illustrates the FPR values for various models
compared to the proposed method. This plot helps
to illustrate and contrast the evaluation of different
models based on their false positive rates, providing a
clear view of which models are more or less prone to
false positive errors.

4.3 Results Comparison with existing methods
The proposed CNN-based approach, combined with
Fuzzy logic (FL), achieves the highest accuracy of
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Figure 3. Comparison of methods in terms of accuracy.

Figure 4. False positive rate (FPR) comparison.

98.5%, surpassing several well-established models.
The logistic regression model from Berdinanth et
al. [39], achieved a notable accuracy of 92%, with a
strong recall of 97% but slightly lower precision at
88%, leading to an F-measure of 92%. Almazroi et
al. [40] employed a deep learning approach, yielding
an accuracy of 82.49% and a high precision of 87.24%,
although the recall was lower at 77.08% and F-measure
of 84.41%. Rani et al. [29] used an Adaboost model,
attaining an accuracy of 86.59%, balanced recall and
precision 83.53% and 88.96%, respectively, and an
F-measure of 86.16%. Malibari et al. [41] applied a
lightweight CNN, delivering an impressive accuracy
of 94.09% and near-identical recall and precision
values around 91.71%,91.82%. Another model,
MLP-EBMDAbyDeepika et al. [42] demonstrated high
accuracy 94.28% and balanced recall and precision
96%, reflected in an F-measure of 96%. In contrast,
the proposed method integrating CNN and fuzzy
logic significantly outperforms these models with
a remarkable accuracy of 98.50%, recall 97% with
perfect precision at 100%, and a high F-measure of
98.50%. This demonstrates the superiority of the

proposed hybrid approach in enhancing heart attack
risk prediction. Moreover, the plot shown in Figure 5
effectively demonstrates the superior results of the
proposed CNN-FL model outperform other models,
making it a strong candidate for applications where
high Recall, Precision, and F-Measure are critical.

Figure 5. Line plot comparing recall, precision, and
F-Measure across different models.

4.4 Confusion Matrix
The confusion matrix illustrates the effectiveness of
binary sorting by comparing expected category labels
with actual class names for a given amount of test data.
This is the confusion matrix. A binary classification
consists of true upbeats, true negatives, fake upbeats,
and false negatives. In this case, ’excellent’ refers to
the positive class and ’negative’ to the negative class.
TP represents the correct identification of the positive
class, while NP denotes the correct identification of
the negative class. It gives a thorough overview of
how well the binary system of classification worked,
which lets scholars look at the model’s pros and
cons. Researchers can find parts of the model
that need improvement by looking at how often
genuine positives, true negatives, false positives, and
counterfeit negatives happen. Then they take the right
steps to make the model work better. In Figure 6, it is
depicted how the suggested model turned out.

4.5 FL-Based Model for Risk Evaluation
This section describes the implementation of an FL
system to assess risk levels based on age implementing
with visualization of the results. FL allows for
handling the imprecision and uncertainty inherent in
real-world data by definingmembership functions and
rules that mimic human reasoning. We define three
age-based membership functions:
• Young Age: Provides a membership value

indicating how much age is categorized as
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Figure 6. Confusion matrix.

youthful.

• Middle Age: Provides a membership value
indicating how much an age is categorized as
intermediate.

• OldAge: Provides amembership value indicating
how much an age is categorized as advanced.

similarly, two risk score-based membership functions
are defined:

• Low Risk: Provides a membership value
indicating the extent to which a risk score is
classified as minimal.

• High Risk: Provides a membership value
indicating the extent to which a risk score is
classified as elevated.

The membership values for age are calculated for each
individual in the test dataset. For risk scores, the
numerical values from the predicted risk scores are
used to calculate their membership values. We then
define three fuzzy rules:

• Rule 1: When the age is classified as young or
the risk score is assessed as low, the risk level is
categorized as low.

• Rule 2: When the age falls into the middle-aged
category or the risk score is evaluated as low, the
risk level is categorized as low.

• Rule 3: When the age is considered old or the risk
score is rated as high, the risk level is categorized
as high.

The final risk score for each individual is determined
by taking the maximum value among the three rules.
This approach ensures that the most significant factor
among age and risk score determines the risk level.

5 False Positive Rate (FPR) Analysis
It is a critical measure for determining the performance
of classification models, particularly when the cost
of false positives carries a high cost. The FPR tracks
how many negative cases are incorrectly classified as
positive. It is computed using the following equation:

FPR =
FP

FP + TN
(24)

A certain number of false positives (FP) and true
negatives (TN) are present. FPR provides insight into
the likelihood that a model will incorrectly classify
a negative instance as positive, which is particularly
important in applications such as the detection of fraud
or medical assessments, where erroneous positive
findings could cause major ramifications.

6 Conclusion
Heart attacks are still among the top causes of
mortality worldwide, making early and accurate risk
prediction essential for successful prevention and
prompt intervention. The paper provides a novel
method for estimating the risk of heart attacks by using
CNNs and FL. It contains 76 parameters in the UCI
Heart Dataset, and 14 important predictors were found
using LassoCV to aid in feature selection. A specialized
1D-CNN model was developed, achieving exceptional
results with a 98.5% accuracy, 100% precision, 97%
recall, and 98.5% F1 score. Incorporating FL allowed
for handling uncertainties in the data, enhancing
the model’s forecasting accuracy and reliability.
The design model and rule-based decision-making
provided a nuanced risk assessment based on the
patient’s age and risk profile, offering a practical tool
for healthcare professionals.

This study emphasizes the effectiveness of coupling
deep learning with FL to develop highly accurate
and reliable heart attack risk prediction models. By
integrating feature selection, advanced modeling
techniques, and uncertainty handling, the research
presents a comprehensive approach to heart attack
risk assessment. Continued advancements in this
field have the potential to completely transform
cardiovascular medicine, improving patient
outcomes and healthcare delivery. To improve
model performance, interpretability, and ethical
deployment in clinical settings, current research and
development efforts must be pursued.
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6.1 Limitations
The proposed model shows remarkable performance
in predicting heart attack risk, several challenges and
limitations must be acknowledged. These include
the computational cost of training deep learning
models, potential biases in the dataset, and the
critical importance of data quality and availability.
Additionally, the model’s lack of interpretability,
the risk of overfitting, and the complexities of
integrating fuzzy logic with CNNs present further
hurdles. Moreover, real-world deployment could face
challenges related to data inconsistencies and system
integration. Addressing these issues is essential for
improving the model’s robustness, generalizability,
and applicability in practical healthcare environment.

6.2 Future Work
Future work could delve into incorporating
sophisticated deep learning methods, including
LSTM and recurrent neural networks, to improve
predictive accuracy. Establishing a real-time data
collection environment using lot sensors would
enable comprehensive evaluation and validation of
the proposed method. Incorporating explainable
Al methods will facilitate clarity and trust in the
model’s predictions, facilitating clinical decisions.
Additionally, addressing ethical considerations and
ensuring model impartiality through rigorous data
evaluation and ethical rules will be crucially reliable
for use in healthcare.

Data Availability Statement

Data will be made available on request.

Funding
This work was supported without any funding.

Conflicts of Interest
The authors declare no conflicts of interest.

Ethical Approval and Consent to Participate

Not applicable.

References
[1] World Health Organization, & World Bank Group.

(2018). Delivering Quality Health Services: A Global
Imperative. OECD Publishing.

[2] Lu, W., Yuan, J., Liu, Z., Su, Z., Shen, Y., Li, S., &
Zhang, H. (2024). Worldwide trends in mortality for

hypertensive heart disease from 1990 to 2019 with
projection to 2034: data from the Global Burden
of Disease 2019 study. European Journal of Preventive
Cardiology, 31(1), 23-37. [CrossRef]

[3] Martin, S. S., Aday, A. W., Almarzooq, Z. I., Anderson,
C. A., Arora, P., Avery, C. L., ... & American
Heart Association Council on Epidemiology and
Prevention Statistics Committee and Stroke Statistics
Subcommittee. (2024). 2024 heart disease and stroke
statistics: a report of US and global data from
the American Heart Association. Circulation, 149(8),
e347-e913. [CrossRef]

[4] Khan, K. J., & Raza, V. F. (2021). Specialist shortage in
developing countries: comprehending delays in care.
BMJ Case Reports CP, 14(1), e235542. [CrossRef]

[5] Heidt, B., Siqueira, W. F., Eersels, K., Diliën, H., van
Grinsven, B., Fujiwara, R. T., & Cleij, T. J. (2020).
Point of care diagnostics in resource-limited settings:
A review of the present and future of PoC in its
most needed environment. Biosensors, 10(10), 133.
[CrossRef]

[6] Valentin, G., Nielsen, C. V., Nielsen, A. S.M., Tonnesen,
M., Bliksted, K. L., Jensen, K. T., ... & Oestergaard, L. G.
(2023). Bridging inequity gaps in healthcare systems
while educating future healthcare professionals—the
social health bridge-building programme. International
Journal of Environmental Research and Public Health,
20(19), 6837. [CrossRef]

[7] Singhania, K., & Reddy, A. (2024). Improving
Preventative Care and Health Outcomes for Patients
with Chronic Diseases using Big Data-Driven Insights
and Predictive Modeling. International Journal of
Applied Health Care Analytics, 9(2), 1–14. Retrieved
from https://norislab.com/index.php/IJAHA/article/view/60

[8] Osei, E., & Mashamba-Thompson, T. P. (2021).
Mobile health applications for disease screening and
treatment support in low-and middle-income
countries: A narrative review. Heliyon, 7(3).
[CrossRef]

[9] Armoundas, A. A., Narayan, S. M., Arnett, D. K.,
Spector-Bagdady, K., Bennett, D. A., Celi, L. A., ...
& Al-Zaiti, S. S. (2024). Use of artificial intelligence
in improving outcomes in heart disease: a scientific
statement from the American Heart Association.
Circulation, 149(14), e1028-e1050. [CrossRef]

[10] Omarov, B., Saparkhojayev, N., Shekerbekova, S.,
Akhmetova, O., Sakypbekova, M., Kamalova, G., ... &
Akanova, Z. (2022). Artificial Intelligence in Medicine:
Real Time Electronic Stethoscope for Heart Diseases
Detection. Computers, Materials & Continua, 70(2).

[11] Chang, V., Bhavani, V. R., Xu, A. Q., & Hossain, M.
A. (2022). An artificial intelligence model for heart
disease detection using machine learning algorithms.
Healthcare Analytics, 2, 100016. [CrossRef]

[12] Ahsan, M. M., & Siddique, Z. (2022). Machine
learning-based heart disease diagnosis: A systematic

74

https://doi.org/10.1093/eurjpc/zwad262
https://doi.org/10.1161/CIR.0000000000001209
https://doi.org/10.1136/bcr-2020-235542
https://doi.org/10.3390/bios10100133
https://doi.org/10.3390/ijerph20196837
https://norislab.com/index.php/IJAHA/article/view/60
https://doi.org/10.1016/j.heliyon.2021.e06639
https://doi.org/10.1161/CIR.0000000000001201
https://doi.org/10.1016/j.health.2022.100016


ICCK Transactions on Advanced Computing and Systems

literature review. Artificial Intelligence in Medicine, 128,
102289. [CrossRef]

[13] Bates, D. W., Auerbach, A., Schulam, P., Wright,
A., & Saria, S. (2020). Reporting and implementing
interventions involving machine learning and
artificial intelligence. Annals of internal medicine,
172(11_Supplement), S137-S144. [CrossRef]

[14] Yang, X., Huang, K., Yang, D., Zhao, W., & Zhou, X.
(2024). Biomedical big data technologies, applications,
and challenges for precisionmedicine: a review.Global
Challenges, 8(1), 2300163. [CrossRef]

[15] Minaee, S., Boykov, Y., Porikli, F., Plaza, A.,
Kehtarnavaz, N., & Terzopoulos, D. (2021). Image
segmentation using deep learning: A survey. IEEE
transactions on pattern analysis and machine intelligence,
44(7), 3523-3542. [CrossRef]

[16] Tsuneki, M. (2022). Deep learning models in medical
image analysis. Journal of Oral Biosciences, 64(3),
312-320. [CrossRef]

[17] Pal, M., & Parija, S. (2021, March). Prediction of heart
diseases using random forest. In Journal of Physics:
Conference Series (Vol. 1817, No. 1, p. 012009). IOP
Publishing. [CrossRef]

[18] Maji, S., & Arora, S. (2019). Decision tree algorithms
for prediction of heart disease. In Information and
Communication Technology for Competitive Strategies:
Proceedings of Third International Conference on ICTCS
2017 (pp. 447-454). Springer Singapore. [CrossRef]

[19] Suhaimi, M. S. A., Ramli, N. A., & Muhammad,
N. (2024, March). Heart disease prediction using
ensemble of k-nearest neighbour, random forest
and logistic regression method. In AIP Conference
Proceedings (Vol. 2895, No. 1). AIP Publishing.
[CrossRef]

[20] Ashri, S. E., El-Gayar, M. M., & El-Daydamony, E. M.
(2021). HDPF: heart disease prediction framework
based on hybrid classifiers and genetic algorithm. ieee
access, 9, 146797-146809. [CrossRef]

[21] Hameed, A. Z., Ramasamy, B., Shahzad, M. A., &
Bakhsh, A. A. (2021). Efficient hybrid algorithm
based on genetic with weighted fuzzy rule for
developing a decision support system in prediction
of heart diseases. The Journal of Supercomputing, 77,
10117-10137. [CrossRef]

[22] Jansi Rani, S. V., Chandran, K. S., Ranganathan, A.,
Chandrasekharan, M., Janani, B., & Deepsheka, G.
(2022). Smart wearable model for predicting heart
disease using machine learning: wearable to predict
heart risk. Journal of Ambient Intelligence and Humanized
Computing, 13(9), 4321-4332. [CrossRef]

[23] Waberi, O. A., & Kitiş, Ş. (2023). Prediction of Heart
Attack Risk with Data Mining by Using Blood Tests
and Physical Data. In International Congress of Electrical
and Computer Engineering (pp. 17-29). [CrossRef]

[24] Dileep, P., Rao, K. N., Bodapati, P., Gokuruboyina,
S., Peddi, R., Grover, A., ... & Sheetal, A. (2023). An

automatic heart disease prediction using cluster-based
bi-directional LSTM (C-BiLSTM) algorithm. Neural
Computing and Applications, 35(10), 7253-7266.
[CrossRef]

[25] Lee, H. G., Noh, K. Y., & Ryu, K. H. (2007). Mining
biosignal data: coronary artery disease diagnosis
using linear and nonlinear features of HRV. In
Pacific-Asia Conference on Knowledge Discovery and Data
Mining (pp. 218-228). [CrossRef]

[26] Hidayat, S., Ramadhan, H. M. T., & Puspaningrum,
E. Y. (2023). Comparison of K-nearest neighbor and
decision tree methods using principal component
analysis technique in heart disease classification.
Indonesian Journal of Data and Science, 4(2), 87-96.
[CrossRef]

[27] Suneetha, K., Challa, K., Avanija, J., Raparthi,
Y., & Kallam, S. (2022). Comparative Analysis on
Heart Disease Prediction Using Convolutional Neural
Network with Adapted Backpropagation. In Intelligent
Computing and Applications: Proceedings of ICDIC 2020
(pp. 465-477). [CrossRef]

[28] Nandy, S., Adhikari, M., Balasubramanian, V., Menon,
V. G., Li, X., & Zakarya, M. (2023). An intelligent heart
disease prediction system based on swarm-artificial
neural network. Neural Computing and Applications,
35(20), 14723-14737. [CrossRef]

[29] Rani, P., Kumar, R., Ahmed, N. M., & Jain, A. (2021).
A decision support system for heart disease prediction
based upon machine learning. Journal of Reliable
Intelligent Environments, 7(3), 263-275. [CrossRef]

[30] Bhatt, C. M., Patel, P., Ghetia, T., & Mazzeo, P.
L. (2023). Effective heart disease prediction using
machine learning techniques. Algorithms, 16(2), 88.
[CrossRef]

[31] Menshawi, A., Hassan, M. M., Allheeib, N., & Fortino,
G. (2023). A Hybrid Generic Framework for Heart
Problem diagnosis based on a machine learning
paradigm. Sensors, 23(3), 1392. [CrossRef]

[32] Saeedbakhsh, S., Sattari, M., Mohammadi, M.,
Najafian, J., & Mohammadi, F. (2023). Diagnosis of
coronary artery disease based on machine learning
algorithms support vector machine, artificial neural
network, and random forest. Advanced Biomedical
Research, 12(1), 51. [CrossRef]

[33] Ozcan, M., & Peker, S. (2023). A classification
and regression tree algorithm for heart disease
modeling and prediction. Healthcare Analytics, 3,
100130. [CrossRef]

[34] Biswas, N., Ali, M.M., Rahaman,M. A., Islam,M., Mia,
M. R., Azam, S., ... & Moni, M. A. (2023). Machine
Learning-Based Model to Predict Heart Disease in
Early Stage Employing Different Feature Selection
Techniques. BioMed Research International, 2023(1),
6864343. [CrossRef]

[35] Muhammad, L. J., & Algehyne, E. A. (2021). Fuzzy
based expert system for diagnosis of coronary artery

75

https://doi.org/10.1016/j.artmed.2022.102289
https://doi.org/10.7326/M19-0872
https://doi.org/10.1002/gch2.202300163
https://doi.org/10.1109/TPAMI.2021.3059968
https://doi.org/10.1016/j.job.2022.03.003
https://doi.org/10.1088/1742-6596/1817/1/012009
https://doi.org/10.1007/978-981-13-0586-3_45
https://doi.org/10.1063/5.0192203
https://doi.org/10.1109/ACCESS.2021.3122789
https://doi.org/10.1007/s11227-021-03677-9
https://doi.org/10.1007/s12652-022-03823-y
https://doi.org/10.1007/978-3-031-52760-9_2
https://doi.org/10.1007/s00521-022-07064-0
https://doi.org/10.1007/978-3-540-77018-3_23
https://doi.org/10.56705/ijodas.v4i2.70
https://doi.org/10.1007/978-981-19-4162-7_44
https://doi.org/10.1007/s00521-021-06124-1
https://doi.org/10.1007/s40860-021-00133-6
https://doi.org/10.3390/a16020088
https://doi.org/10.3390/s23031392
https://doi.org/10.4103/abr.abr_383_21
https://doi.org/10.1016/j.health.2022.100130
https://doi.org/10.1155/2023/6864343


ICCK Transactions on Advanced Computing and Systems

disease inNigeria.Health and technology, 11(2), 319-329.
[CrossRef]

[36] Alkinani, M. H., Almazroi, A. A., Adhikari, M., &
Menon, V. G. (2022). Design and analysis of logistic
agent-based swarm-neural network for intelligent
transportation system. Alexandria Engineering Journal,
61(10), 8325-8334. [CrossRef]

[37] Rahman, A. U., Alsenani, Y., Zafar, A., Ullah, K., Rabie,
K., & Shongwe, T. (2024). Enhancing heart disease
prediction using a self-attention-based transformer
model. Scientific Reports, 14(1), 514. [CrossRef]

[38] Ambesange, S., Vijayalaxmi, A., Sridevi, S., &
Yashoda, B. S. (2020, July). Multiple heart diseases
prediction using logistic regression with ensemble
and hyper parameter tuning techniques. In 2020
fourth world conference on smart trends in systems,
security and sustainability (WorldS4) (pp. 827-832).
IEEE. [CrossRef]

[39] Berdinanth, M., Samah, S., Velusamy, S., Suseelan, A.
D., & Sivanaiah, R. (2024). Analysis of traditional
machine learning approaches on heart attacks
prediction. Romanian Journal of Information Technology
and Automatic Control, 34(1), 23-30. [CrossRef]

[40] Almazroi, A. A., Aldhahri, E. A., Bashir, S., & Ashfaq,
S. (2023). A clinical decision support system for heart
disease prediction using deep learning. IEEE Access,
11, 61646-61659. [CrossRef]

[41] Malibari, A. A. (2023). An efficient IoT-Artificial
intelligence-based disease prediction using
lightweight CNN in healthcare system.Measurement:
Sensors, 26, 100695. [CrossRef]

[42] Deepika, D., & Balaji, N. (2022). Effective heart disease
prediction using novel MLP-EBMDA approach.
Biomedical Signal Processing and Control, 72, 103318.
[CrossRef]

[43] Amin, S. U., Taj, S., Hussain, A., & Seo, S. (2024).
An automated chest X-ray analysis for COVID-19,
tuberculosis, and pneumonia employing ensemble
learning approach. Biomedical Signal Processing and
Control, 87, 105408. [CrossRef]

[44] García-Ordás, M. T., Bayón-Gutiérrez, M., Benavides,
C., Aveleira-Mata, J., & Benítez-Andrades, J. A. (2023).
Heart disease risk prediction using deep learning
techniques with feature augmentation. Multimedia
Tools and Applications, 82(20), 31759-31773. [CrossRef]

[45] Araujo, M., Pope, L., Still, S., & Yannone, C. (2021).
Prediction of heart disease with machine learning
techniques. Graduate Res, Kennesaw State Un.

[46] Ghosh, A., & Jana, S. (2022). A study on heart disease
prediction using different classification models based
on cross validation method. Int J Eng Res Technol.
[CrossRef]

[47] Liu, J., Dong, X., Zhao, H., & Tian, Y. (2022). Predictive
classifier for cardiovascular disease based on stacking
model fusion. Processes, 10(4), 749. [CrossRef]

[48] Nourmohammadi-Khiarak, J., Feizi-Derakhshi, M. R.,
Behrouzi, K., Mazaheri, S., Zamani-Harghalani, Y., &
Tayebi, R. M. (2020). New hybrid method for heart
disease diagnosis utilizing optimization algorithm in
feature selection. Health and Technology, 10(3), 667-678.
[CrossRef]

Wajahat Akbar is a PhD student in the
School of Electronic and Control Engineering
at Chang’an University Xi’an, China. He
received his BS degree in Computer Science
from Khushal Khan Khattak University Karak
in 2019. He further pursued his academic
journey at the same university and received
his MS degree in Computer Science (Gold
Medalist), specializing in Artificial Intelligence
in 2023. He was honored with the Youth Talent

Award and held a merit scholarship during his academic pursuits.
His research interests span a diverse range, encompassingArtificial
Intelligence, Deep Learning, Natural Language Processing
(NLP), Computer Vision, Computer Networks, and Network
Security, with a focus on healthcare applications. (Email:
wajahatakbar32@gmail.com)

Altaf Hussain holds a Bachelor of Science
in Computer Science from the University of
Agriculture-Peshawar, Pakistan (2016) and
a Master of Science in Computer Science
from Khushal Khan Khattak University,
Karak-Pakistan (2023). He has actively
contributed to research in blockchain,
differential privacy, and Federated Learning,
particularly focusing on data privacy and
security innovations. He has published

research articles, showcasing his pioneering work in these areas.
His interests span a broad spectrum, including Data Security,
Network Security, Artificial Intelligence, Computer Networks,
Machine Learning, and Deep Learning. His work is driven
for enhancing secure and accurate digital ecosystems through
cutting-edge technologies. (Email: altafkhattak0@gmail.com)

Tariq Hussain received his B.S. and M.S.
degrees in Information Technology from
the University of Malakand, Pakistan (2015)
and the Institute of Computer Sciences and
Information Technology at the University
of Agriculture Peshawar, Pakistan (2019),
respectively. He has published many research
papers in the area of Computer Networks.
He is currently a doctoral candidate at the
School of Computer Science and Technology,

Zhejiang Gongshang University, Hangzhou, China, and the School
of Statistics and Mathematics, Zhejiang Gongshang University,
Hangzhou, China. He has over 35 research publications, two
scientific book chapters, and a technical review committee for
several international journals. He is also a review editor for
Frontier in Big Data, Data Science, and Drone Technology Journals.
His research interests are the Internet of Things, Big Data, data
analytics, 3D Point Cloud, and Artificial Intelligence. (Email:
uom.tariq@gmail.com)

76

https://doi.org/10.1007/s12553-021-00531-z
https://doi.org/10.1016/j.aej.2022.01.046
https://doi.org/10.1038/s41598-024-51184-7
https://doi.org/10.1109/WorldS450073.2020.9210404
https://doi.org/10.33436/v34i1y202403
https://doi.org/10.1109/ACCESS.2023.3285247
https://doi.org/10.1016/j.measen.2023.100695
https://doi.org/10.1016/j.bspc.2021.103318
https://doi.org/10.1016/j.bspc.2023.105408
https://doi.org/10.1007/s11042-023-14817-z
https://doi.org/10.17577/IJERTV11IS060029
https://doi.org/10.3390/pr10040749
https://doi.org/10.1007/s12553-019-00396-3


ICCK Transactions on Advanced Computing and Systems

Abdullah Soomro is currently working as
a lecturer in the Department of Computer
Science, Faculty of Computing, The Islamia
University of Bahawalpur, Pakistan. He
received his M.S. degree in computer science
with a specialization in data knowledge
engineering from Sukkur IBA University,
Sukkur, Pakistan 2019. From February
2017 to December 2019, he worked as a
Teaching Assistant with the Computer Science

Department at Sukkur IBA University for two years. His
research interests includemachine learning, deep learning, natural
language processing, and computer vision with, focusing on
healthcare applications. (Email: abdullah.soomro@iub.edu.pk)

Muhammad Inam Ul Haq received his
MS-IT from the Institute of Management
Sciences, University of Peshawar, Pakistan,
and his Ph.D. from Jean Monnet University,
Saint-Etienne, France. He works as an
Assistant Professor in the Department of
Computer Science and Bioinformatics at
Khushal Khan Khattak University, Karak,
Pakistan. He has published several research
papers in computer science and is a member of

the technical review committee for several international journals.
His research interests include computer vision, image processing,
networks, optonumeric security, deep learning, and NLP. (Email:
muhammad.inamulhaq@kkkuk.edu.pk)

77


	Introduction
	Contributions and Improvements Over Existing Methods

	Related Work
	Methodology
	Dataset Description and Rationale for Selection
	Dataset Description
	Feature Distribution
	Potential Biases
	Rationale for Dataset Choice
	Representativeness of Diverse Populations

	Data Pre-processing
	Data Cleaning
	Normalization of Data 
	Data Labeling

	Feature Selection
	LASSO Method
	1D-CNN Architecture

	Model Training
	Convolutional Layers
	Activation Function
	Model Training Process

	Fuzzy Logic Integration in CNN
	Fuzzification
	Fuzzy Inference System (FIS)
	Defuzzification and Uncertainty Management

	Performance Evaluation Metrics
	Accuracy
	Precision
	Recall
	 F-Measure

	Model Training and Validation 
	Training Loss
	Validation Loss


	Results and Analysis
	Analysis of Training and Validation Loss
	Convolutional Neural Networks (CNN) and Fuzzy Logic (FL) compare the accuracy of various existing techniques
	Results Comparison with existing methods
	Confusion Matrix 
	FL-Based Model for Risk Evaluation

	False Positive Rate (FPR) Analysis
	Conclusion
	Limitations
	Future Work
	Wajahat Akbar
	Altaf Hussain
	Tariq Hussain
	Abdullah Soomro
	Muhammad Inam Ul Haq


