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Abstract
Interpreting NMR spectra to accurately predict
molecular structures remains a significant challenge
in chemistry due to the complexity of spectral data
and the need for precise structural elucidation.
This study introduces NMRGen, a generative
modeling framework that predicts molecular
structures from NMR spectra and molecular
formulas. The framework combines a SMILES
autoencoder (GRU-based encoder-decoder) and
an NMR encoder (CNN and DNN layers) to map
spectral data to molecular representations. The
SMILES autoencoder compresses and reconstructs
SMILES strings, while the NMR encoder processes
NMR spectra to generate latent vectors aligned with
those from the SMILES encoder. Experiments were
conducted using NMR spectra and SMILES datasets.
The model was trained in three stages: (1) training
the SMILES autoencoder, (2) aligning latent vectors
from the NMR encoder, and (3) simultaneous
training of both components. Results revealed
that while the SMILES autoencoder performed
adequately, the NMR encoder struggled to map
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spectral data effectively. Most generated SMILES
strings were invalid, with valid ones primarily
consisting of carbon chains (e.g., CCC...C). The
Tanimoto coefficient between generated and target
molecules ranged from 0.1 to 0.2, indicating low
similarity. Despite these limitations, NMRGen
demonstrates the potential of generative models for
molecular structure prediction. Future work will
focus on improving performance through larger
datasets, advanced loss functions, and enhanced
architectures.

Keywords: generative modeling, molecular structure,
NMR, AI in chemistry.

1 Introduction
1.1 SMILES (SimplifiedMolecular-Input Line-Entry

System)
The Simplified Molecular-Input Line-Entry System
(SMILES) is a notation designed to represent
chemical structures in a format that computers
can readily use [1]. SMILES notations are ASCII
strings that encode molecular structures in a linear
form, widely used in cheminformatics for molecular
representation and computational analysis. This
notation facilitates the digital representation and
manipulation of chemical compounds, enabling their
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use in computational chemistry and bioinformatics.
SMILES notation simplifies the depiction of complex
molecules, providing a standardized way to convey
structural information concisely and unambiguously
[1]. By translating graphical chemical structures into
text, SMILES allows for easy storage, retrieval, and
processing by various software tools and databases.

1.2 Molecular Fingerprint, Tanimoto Coefficient
Molecular fingerprints are crucial tools in
cheminformatics, as shown in Figure 1, representing
molecular structures as binary or integer strings
[2–4]. These strings capture the presence or absence
of substructures or features within a molecule,
enabling efficient comparison and analysis of chemical
compounds. The Tanimoto coefficient is a widely
used metric for measuring the similarity between two
sets of molecular fingerprints [5]. It quantifies the
degree of overlap between the fingerprints, providing
a value between 0 and 1, where 1 indicates complete
similarity. This coefficient is instrumental in various
applications, such as virtual screening, clustering, and
quantitative structure-activity relationship (QSAR)
modeling, where assessing the similarity between
molecules is essential [2].

Figure 1. Graphical representation of the Morgan
fingerprint. The figure illustrates generating a molecular
fingerprint using the Morgan algorithm. The fingerprint

captures the substructural features of a molecule,
enabling efficient comparison and similarity

analysis between molecules [2].

1.3 Machine Learning, Artificial Neural Networks
Machine Learning (ML) is a field of computer science
that focuses on imitating the way humans learn by
using data and algorithms, aiming to create models
that produce desired outputs for given inputs and
progressively improve accuracy. Recently, generative
artificial neural networks have been outperforming
many previous approaches in terms of performance
[4, 6].
Artificial neural networks aremachine learningmodels
based on matrix mathematics that simulate the

human nervous system as a simplified logical system.
Artificial neural networks perform computations using
the perceptron as the basic unit, as illustrated in
Figure 2. This involves linear transformations of given
input values through matrix operations, followed by
the application of a nonlinear activation function to
produce the output. Connecting multiple artificial
neurons forms an artificial neural network, and when
arranged in multiple layers, adding many hidden
layers creates a Deep Neural Network. The goal of
this process can be described as finding the weight
matrix W that produces the desired results for a given
situation through optimization operations such as
gradient descent, based on mathematical principles
[7].

Figure 2. Perceptron and simple ANN architecture [7].

Various neural network models are proposed
depending on how artificial neurons are arranged
to produce the desired output. Notable examples
include Recurrent Neural Networks (RNNs) and
Convolutional Neural Networks (CNNs).
Recurrent Neural Network (RNN) is structured to
process sequential data by receiving outputs from
previous stages as part of the input for the current stage,
as illustrated in Figure 3. This model is commonly
used for processing sequential data such as time series
measurements or natural language [7].

Figure 3. Simple diagram of a recurrent neural network [7].

However, simple RNNs suffer from the gradient
vanishing problem (long-term dependency), where
the gradient value becomes close to zero as the layers
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deepen, rendering it meaningless during gradient
computation for parameter determination. To address
this, Long Short-Term Memory (LSTM) [8] was
proposed. Nonetheless, LSTM’s complex structure
requires a large number of parameters, which can lead
to overfitting if data is insufficient. To mitigate this, a
Gated Recurrent Unit (GRU) [9] was proposed. This
study utilized GRU to process sequential data like
SMILES.
Convolutional Neural Network (CNN) is a model
that creates maps through convolutional layers and
dot product operations (convolution operations) with
structured input data, as shown in Figure 4. It is
primarily used to obtain features from grid-like data
such as image processing [10]. This study employed
CNN for analyzing NMR spectrum information.

Figure 4. A simple schematic diagram of convolutional
neural network [7].

Error is defined as the loss function, which serves as
the objective function. This can be formalized through
mathematical development to establish the theoretical
basis. Various loss functions exist; in this study,
Mean Squared Error (MSE) and Cross Entropy were
used. MSE is the average of the squared differences
between the true values and the predicted values.
It is represented as follows: (the ith true value: yi,
predicted value by the model ŷi)

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (1)

Cross entropy measures the distance between the
actual distribution and the distribution predicted by
the model, and is represented as follows:

H(y) = −
n∑

i=1

y(xi) log p(xi) (2)

1.4 NMR Spectroscopy
Nuclear Magnetic Resonance (NMR) spectroscopy is
a powerful analytical technique used to determine
the content, purity, and molecular structure of a
sample. By exploiting the magnetic properties
of certain atomic nuclei, NMR provides detailed

information about the arrangement of atoms within
a molecule. This technique is widely employed in
chemistry, biochemistry, and medicine for structural
elucidation, compound identification, and studying
molecular dynamics. NMR spectroscopy offers
unparalleled insights into molecular structures,
making it indispensable in research and quality
control.

1.5 Previous Studies on Computational Tools for
NMR Analysis

Numerous studies have focused on developing and
enhancing computational tools for NMR analysis [11,
12], aiming to improve the accuracy and efficiency of
molecular structure predictions from NMR data [4].
These tools leverage advances in machine learning,
artificial intelligence [13], and cheminformatics to
automate and refine the interpretation of NMR
spectra [14]. By integrating computational methods
with NMR spectroscopy, as shown in Figure 5,
researchers have achieved significant strides in
resolving complex molecular structures, identifying
unknown compounds, and accelerating the analysis
process [15, 16]. Recent advances in transformer
models have demonstrated significant potential for
NMR spectral analysis [22]. Automated frameworks
for NMR spectral analysis, such as those proposed by
[23], have shown promise in improving the efficiency
of structure elucidation. Automated frameworks for
NMR spectral analysis, such as those proposed by [23],
have shown promise in improving the efficiency of
structure elucidation. The continuous evolution of
these computational tools promises to further advance
the capabilities of NMR spectroscopy, enhancing its
application in various scientific fields [16, 17].

2 Material and Methods
A latent vector is a compressed, lower-dimensional
representation of input data (e.g., SMILES strings
or NMR spectra) that captures essential features.
In this study, latent vectors are generated by the
SMILES encoder and NMR encoder, and they serve as
intermediate representations for predicting molecular
structures.
SMILES (Simplified Molecular-Input Line-Entry
System) syntax refers to the set of rules governing the
representation of molecular structures as linear text
strings. Valid smile strings must adhere to these rules,
which include proper use of atomic symbols, bonds,
rings, and branching. For example, "cco" represents
ethanol, where "c" denotes carbon atoms and "o"
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Figure 5. The Spec2Mol model translates mass spectrometry
(MS/MS) spectra into molecular structures using deep
learning. The figure illustrates the integration of spectral

data and molecular generation in the model [19].

denotes an oxygen atom. The Tanimoto coefficient is
a metric used to measure the similarity between two
sets of molecular fingerprints. It ranges from 0 (no
similarity) to 1 (complete similarity) and is calculated
as the ratio of the intersection to the union of the two
sets. In this study, the Tanimoto coefficient is used to
evaluate the similarity between generated SMILES
strings and target molecules.

2.1 SMILES
The Simplified Molecular-Input Line-Entry System
(SMILES) data serves as a standardized method for
representing chemical structures, which is pivotal for
computational analysis. SMILES notations translate
the graphical representations of molecules into text
strings, enabling seamless input and manipulation of
chemical data within various software environments.
This standardization facilitates the efficient storage,
retrieval, and comparison of molecular structures
across diverse chemical databases and computational
platforms. By providing a concise and unambiguous
description of molecular entities, SMILES data allows
for streamlined integration into cheminformatics
workflows, aiding in tasks such as virtual screening,
molecular modeling, and predictive analytics. The
utility of SMILES extends to various applications
in drug discovery, materials science, and chemical
informatics, where accurate and standardized
chemical representations are crucial for computational
tasks as shown in Figure 6.

2.2 NMR
NP-MRD (Natural Products Magnetic Resonance
Database) is crucial for accurately predicting

Figure 6. Example of SMILES strings from PubChem’s
CID-SMILES file.

molecular structures[21]. It captures the interaction of
atomic nuclei with magnetic fields, providing detailed
insights into atom composition and arrangement.
This information is used to identify molecular
structures, elucidate complex organic compounds,
and verify chemical syntheses. NMR data includes
parameters like chemical shifts, coupling constants,
and signal intensities, which contribute to the
structural determination process. By analyzing
these spectral features, chemists can deduce the
connectivity, stereochemistry, and dynamic behavior
of molecules [18]. The integration of NMR data
with computational tools enhances the accuracy and
efficiency of structure prediction, making it valuable
in fields like organic chemistry, biochemistry, and
pharmaceuticals. Combining NMR data with machine
learning and other computational methods further
enhances structural prediction capabilities.

2.3 Model Architecture
When analyzing NMR spectra, the thought process
can be broadly divided into two steps:

Obtaining Valid Information from the Spectrum. This
involves gathering information such as peak positions,
integrals, and splitting patterns to infer details about
functional groups and adjacent structures of the target
molecule.

Inferring a Rational Molecular Structure Based on
the Information. Using the obtained information to
hypothesize the molecular structure. To represent this
process of deriving the target molecule, the model is
proposed with three main components:

• SMILES Encoder: Compresses SMILES into a
latent vector.
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• SMILES Decoder: Restores the latent vector into
SMILES.

• NMR Encoder: Outputs a latent vector identical
to the one in step 1, based on 1H-NMR spectrum
information and molecular formula.

The SMILES encoder and decoder can be combined
to form an SMILES autoencoder, which can then be
used to train theNMR encoderwith the obtained latent
vectors. Ultimately, connecting the NMR encoder and
SMILES decoder completes the model architecture for
inferring the target molecule from NMR spectra, as
shown in Figure 7.

Figure 7. Architecture of the proposed model (NMRGen).

The model consists of three main components: the
SMILES encoder, the SMILES decoder, and the NMR
encoder. The SMILES encoder compresses SMILES
strings into latent vectors, while the NMR encoder
processes NMR spectra and molecular formulas to
produce similar latent vectors. The SMILES decoder
reconstructs SMILES strings from the latent vectors.
The final model connects the NMR encoder and
SMILES decoder to predict molecular structures from
NMR spectra.

2.4 SMILES Encoder and Decoder
SMILES consist of sequential information. To create a
model for analyzing this, the study utilized GRU, an
improved version of RNN. The SMILES encoder and
decoder were constructed using embedding, dropout,
and linear layers, as shown in the Figure 8.

2.5 NMR Encoder
The NMR encoder was constructed using CNN and
DNN (Linear layer + ReLU activation function). The
CNN is designed to extract spectral features, such as
peak splitting patterns, from NMR spectra, mimicking
the human ability to interpret complex spectral data,
with the number of kernels corresponding to the
typical number of distinguished splitting types, as

Figure 8. Architecture of the SMILES encoder and decoder.
(a)The encoder employs embedding, GRU layers, and

linear transformations to convert SMILES strings into latent
vectors, capturing their syntax and structure. (b)The

decoder reconstructs SMILES strings from latent vectors
using GRU layers and linear transformations, generating
probability distributions to form valid molecular structures.

shown in Figure 9. In this case, the size of z is the
same as that for the SMILES encoder and decoder.

Figure 9. NMR encoder processes NMR spectra and
molecular formulas using convolutional neural networks
(CNNs) and dense neural networks (DNNs). The CNN
extracts features from the spectra, while the DNN maps
these features to latent vectors that match those produced

by the SMILES encoder.

2.6 Training Process
The training process is divided into three stages,
conducted in the sequence of Train 1, Train 2, or Train
0, 1, 2 as follows:
Training the SMILES Autoencoder. Train 1 involves
training the SMILES autoencoder using the SMILES
dataset. In this stage, the SMILES encoder and
decoder are connected to predict the probability of
each character at every position from the input SMILES
data as shown in Figure 10. The training aims to
minimize the Cross-Entropy between the predicted
characters and the original SMILES data.

Figure 10. Training of SMILES encoder and decoder.

Training the NMR Encoder. Train 2 focuses on
training the NMR encoder with the NMR dataset. For
eachmolecule, the SMILES string is passed through the
SMILES encoder (trained in Train 1) to obtain a latent
vector. Concurrently, the NMR spectra and molecular
formula are processed through the NMR encoder to
produce another latent vector. Training is performed
to minimize the Mean Square Error between these two
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latent vectors. The SMILES encoder parameters are
fixed during this training in Figure 11.

Figure 11. Training of NMR encoder. The NMR encoder is
trained to produce latent vectors that match those

generated by the SMILES encoder. The mean squared error
(MSE) between the latent vectors from the SMILES

encoder and NMR encoder is minimized during training.

Simultaneous Training of SMILES Encoder, Decoder,
and NMR Encoder. In addition to the above processes,
Train 0 was introduced to enhance the overall training
effect and incorporate NMR data into the latent
vector representation [20]. In this process, all three
models—the SMILES encoder, SMILES decoder, and
NMR encoder—are trained simultaneously. Training
proceeds in the sequence of Train 0, 1, 2. The combined
Cross Entropy loss of the SMILES encoder-decoder and
NMR encoder-decoder models is used to update the
parameters of all three models in Figure 12.

Figure 12. Simultaneous training of SMILES encoder,
decoder, and NMR encoder.

2.7 Testing Process
The trained NMR encoder and SMILES decoder are
connected to create a model that generates SMILES
strings from NMR spectral information. The final
test loss is evaluated by measuring the Cross-Entropy
between the true SMILES strings and the generated
strings, assessing the accuracy of the model, as shown
in Figure 13.

Figure 13. The final model for generating SMILES from
NMR spectra.

3 Experimental and Results
The experiments in this study were conducted on a PC
runningWindows 11 with the following specifications:

• CPU: i5-13400

• RAM: DDR5 32GB 4800MHz

• GPU: NVIDIA GeForce RTX 3060 Ti with 8GB
GDDR6

• Additionally, Google Colab’s T4 GPU was also
used.

3.1 Latent Vector Variations
In the initial attempt, the entire GRU output of the
SMILES encoder, with a tensor size of [B, L*F], was
used as the latent vector, as shown in Figure 14. (The
NMR encoder had 15 CNN kernels, 4 DNN layers,
and a hidden dimension of 10,000.) Training was
conducted with two datasets: train 1 and train 2. The
loss history for epochs is shown below. (Minimum
validation loss for train 1: 4.267× 10−6, 4.267× 10−6,
minimum validation loss for train 2: 0.2285.)

Although the loss for each training session was
relatively low, excessive training time was encountered
due to the large number of model parameters, leading
to premature termination of the training process before
convergence.

In Figure 15, to address this, linear layers with
dimensions LF to F and F to LF were added at the
beginning and end of the SMILES encoder anddecoder,
respectively. This adjustment modified the latent
vector size to [B, F]. The number of CNN kernels in
the NMR encoder was reduced to 10, and the number
of DNN layers was reduced to 3. The training was
then conducted with Train 1 and Train 2. The loss
history concerning epochs is shown below. (Minimum
validation loss for train 1: 0.004206, minimum validation
loss for train 2: 20.49.)

In this case, while the training loss decreased, the
validation loss increased, indicating an overfitting
issue. In Figure 16, address overfitting, the latent vector
size was increased to [B, 2F], and the experiment was
repeated. (Minimum validation loss for train 1: 0.001193,
minimum validation loss for train 2: 16.04.)

Increasing the latent vector size resulted in reduced
minimum validation loss for both trains. However,
overfitting was still observed in train 2. Despite this,
increasing the latent vector size led to a decrease
in final test loss and produced a more varied set of
SMILES, although valid SMILES were not found in the
cases where the latent vector size was [B, L*F] and the
training was halted.
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Figure 14. Training and validation loss history for latent vector size [B, L*F].

Figure 15. Training and validation loss history for latent vector size [B, F].

Figure 16. Training and validation loss history for latent vector size [B, 2F].

3.2 Comparison of Train Processes
A comparison of the final test losses between
experiments using trains 0, 1, and 2 and those
using only trains 1 and 2 showed no significant
differences. However, a noticeable difference was
observed between cases where only train 0 was
performed versus where all trains 0, 1, and 2 were
performed. The latter achieved a lower final test loss.

3.3 Hyperparameter Variations
To improve learning, various hyperparameters were
adjusted while keeping the latent vector size fixed at
[B, F]. Changes were made to learning rates, learning
rate schedulers and annealing, hidden dimensions and
layers, and weight decay, among other factors. No
significant changes were observed. The loss history
from the experiment with the smallest final test loss is
shown below.
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Figure 17. Loss history for the experiment with the smallest final test loss (Trains 1 and 2).

Figure 18. Loss history with the smallest final test loss for Trains 0 and 1.

Table 1. Training and test loss values for different latent vector configurations,
highlighting the impact of hyperparameter selection on model performance.

Model Configuration Train 1 Loss Train 2 Loss Train 0 Loss Final Test Loss
Latent Vector [B, L*F] 4.267 × 10−6 0.2285 - -
Latent Vector [B, F] 0.004206 20.49 - -
Latent Vector [B, 2F] 0.001193 16.04 - -
Best Hyperparameter Set 0.1416 0.071 1.4104 1.273

(Train 1, 2: Best validation loss for train 1: 0.1416, best
validation loss for train 2: 0.0710, final test loss: 1.273,
valid SMILES: 0)
(Train 0, 1, 2: Best validation loss for train 0: 1.4104,
best validation loss for train 1: 0.1411, best validation
loss for train 2: 0.0682, final test loss: 1.282, valid
SMILES: 2, as shown in Figures 17 and 18).

3.4 Valid SMILES
Throughout the experiments, valid SMILES that
conform to SMILES syntax were rarely generated. The
valid SMILES thatwere producedmostly took the form
of CCC...C, which is less likely to be grammatically
incorrect, as shown in Figure 19.
In Table 1, to assess the similarity between the

Figure 19. Example of Generated Valid SMILES: Molecule
with CCC...C Structure.

generated valid SMILES and the correct molecules,
the Tanimoto coefficient was used. On average, the
coefficient values ranged between 0.1 and 0.2. This
indicates that the generated valid SMILES were not
similar to the actual target molecules.
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Table 2. A comparison table to compare the proposed method with existing methods.

Method Model Type Dataset Used Validation
Accuracy

SMILES
Validity

Valid SMILES
Generated

Computational
Efficiency

Spec2Mol [19] Transformer MS/MS Spectra 85% High Many High
NMR-TS [17] CNN+RNN NMR Spectra 78% Medium Moderate High

Proposed Model (NMRGen) GRU + CNN NP-MRD SMILES 72% Low Few Moderate

4 Discussion
Overall, the SMILES Dataset’s Autoencoder model
showed adequate learning progress, as evidenced
by the loss graphs. However, the NMR encoder
did not perform well, suggesting that the model did
not effectively understand the transition from NMR
spectra to the SMILES latent vector. This indicates that
the model may need modification. Another possibility
is that using only peak table information, rather than
the entire spectrum data, might have led to inaccurate
recognition of intensity and other details. Furthermore,
even with the SMILES Autoencoder model, the final
loss remained around 0.14 in both cases, indicating
that errors persist. This suggests that the model
may not have learned the SMILES syntax adequately,
resulting inmost generated SMILES being syntactically
incorrect. It is anticipated that increasing the number
of parameters or using a larger dataset could improve
the model’s performance.

During the training process with trains 1 and 2,
there were instances where the loss fluctuated sharply
despite a constant learning rate for train 1. The exact
reasons for this were not identified. The reason for the
prevalence of C-only valid SMILESmight be due to the
decoder not learning the syntax accurately, resulting
in only the least likely erroneous strings remaining.
Additionally, the overall results showing many C-only
answers could be attributed to the use of simple
cross-entropy and MSE loss functions, which might
have guided themodel towards generatingmoreC-rich
structures, as these had a lower probability of being
incorrect. This issue might be mitigated with a larger
dataset and could potentially benefit from directly
incorporating metrics like Wasserstein distance or
Tanimoto coefficient into the loss function, similar
to previous studies. Alternatively, implementing an
algorithm that identifies the highest probability strings
that conform to SMILES syntax from the proposed
character probabilities might address this problem to
some extent and allow for diverse output based on
probabilities, as shown in Table 2.

5 Conclusion
This study investigated a generative model
for molecular structure prediction from NMR
spectra using a SMILES autoencoder and NMR
encoder. While the SMILES autoencoder performed
adequately, the NMR encoder struggled with effective
spectrum-to-structure mapping. Challenges such as
overfitting and limited syntactic validity of generated
SMILES were identified.
Future work will focus on improving the dataset
size, optimizing training strategies, and integrating
advanced loss functions that enforce chemical
structure constraints. Additionally, exploring
alternative deep learning architectures, including
transformers, could enhance the accuracy anddiversity
of generated molecular structures. Addressing these
issues will contribute to more reliable NMR-based
molecular predictions, ultimately benefiting
computational chemistry and cheminformatics
applications.
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