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Abstract

With the rapid development of artificial intelligence,
extracting latent information from medical data
has become increasingly critical. Cardiovascular
disease is now a major threat to human health,
being one of the leading causes of mortality.
Therefore, developing effective prediction methods
for cardiovascular diseases is urgently needed.
Current medical approaches primarily focus on
disease detection rather than prediction, which limits
early intervention. By leveraging computational
methods, it is possible to predict cardiovascular
disease in advance, enabling timely treatment
and potentially reducing the disease’s impact.
This study employs machine learning techniques,
including Support Vector Machine (SVM), Logistic
Regression (LR), and Random Forest (RF), to predict
cardiovascular diseases as classification problems.
These machine learning models are supported by
robust mathematical theory, allowing them to handle
non-linear classification challenges effectively. The
results offer valuable insights for the prevention and
early treatment of cardiovascular diseases.
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1 Introduction

In the field of medicine, cardiovascular disease has
been major causes of death. Due to the improvement
of people’s living standards and the increase of
life pressure, the number of people suffering from
cardiovascular diseases is also increasing year by
year. Cardiovascular diseases mainly include two
types, namely acute cardiovascular diseases and
chronic cardiovascular diseases. Traditional wet-lab
experiments used for identifying cardiovascular
diseases tends to be inefficient and time-consuming,
therefore the computer method plays an important
role in the treatment of cardiovascular diseases. Chen
et al. used cox proportional risk regression model
and BP neural network to predict the factors affecting
the disease of the elderly, which provided a good
reference for the prediction of cardiovascular disease
[1]. In addition, Zhang et al. adopted linear regression
model to predict the causes of childhood obesity and
researched the main causes of childhood obesity from
12 characteristics [2]. At the same time, Li et al.
performed logical regression to analyze the factors
affecting health of residents to improve the level of
oral health and health needs of residents [3]. On the
other hand, with the rapid development of machine
learning, Aditi et al. used machine learning algorithm
to predict heart disease. Firstly, they collected the
user’s age, sex, blood pressure, heart rate and other
data information, and then use multi-layer net to build
a machine learning model to predict heart disease.
The model has achieved good performance and can
be used to predict heart disease [4]. Mrunmayi et
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al. constructed a model based on support vector
machine to predict diseases. Support Vector Machine
is suitable for dealing with high-dimensional data, but
it exists the problem of high computational complexity,
which makes the model obtain a poor accuracy [5].
Prof. Dhomse Kanchan et al. adopted Random Forest,
Support Vector Machine and Bayesian network to
predict diabetes. Because of the high dimension of
the data, principal component analysis is introduced
to reduce the dimension of the data. The results show
that the Support Vector Machine has better results
[6]. At the same time, Senturk et al. used decision
tree, Support Vector Machine, Bayesian network, linear
regression and other methods to predict breast cancer.
The results indicates that the accuracy of support
vector machine is significantly higher than other
methods [7]. Satyabrata Aich et al. adopted PCA
and decision tree to predict Parkinson’s disease, which
can help medical staff to detect the disease as soon
as possible [8]. Besides, Wen et al. constructed
an automatic classification framework for accurate
recognition of TS children with multiple types of
features. Experimental results show that the model
can classify TS children and healthy children with high
accuracy [9].

In this paper, we adopted machine learning-based
method including SNM, RF and LR to predict
cardiovascular disease. We used serval integration
features to combine the feature vectors, including
summing them up to take the average, taking the
geometric mean, choosing the maximum value, and
applying the different classifier to train the predictive
model. Specifically, we calculate the correlation
coefficient for feature extraction, then used different
optimize strategies such as maximum likelihood
function, cross entropy and sigmoid to obtain better
accuracy values, the results indicates that our method
get better performance for medical data. The
application of machine learning-based method [14, 15]
can provide support for prediction of diseases.

2 Materials and methods

The experimental data come from the Svetlana
Ulianova research group. The data set mainly
includes 12 characteristics, such as age, systolic blood
pressure and diastolic blood pressure obtained by
sensors. A total of 70,000 pairs of data are collected.
Considering the influence of the noise of the data, we
perform data pre-processing including the processing
of redundancy data and data normalization. Besides,
we redefine the label, specifically, when the patient has

a disease, we set the label as 1, and otherwise as 0.

2.1 Support vector machine

Support vector machine is based on VC dimension
theory and structural risk minimization theory. It can
find a best compromise according to the complexity
of the limited sample information in the model and
learning ability to obtain a better generalization ability
[10]. Support Vector Machine is mainly to solve
a quadratic programming problem, for quadratic
programming problem, there are many methods can
be used, but when there are many training samples,
the algorithm will face the disaster of dimensionality,
which makes it difficult to use support vector machine
for classification [11].

Support vector machine first non-linearly maps the
training set to a high-dimensional space, so that
the linear inseparable data under low-dimensional
conditions can be mapped to the high-dimensional
space to make it linearly separable. As a result, the
hyperplane which can correctly divide the data set and
has the largest interval can be solved. The hyperplane
can be represented by the following formula.

wlz; +b=0 (1)
The distance from X to the hyperplane at any point in
the sample space can be expressed by the following
formula.

V= (2)

Suppose that the hyperplane can classify the samples
correctly. There is the following formula.

{ wl X;+b>+1,y, = +1
T (3)
w X;+b0< -1y, = —1
The support vector refers to several training samples
that are closest to the hyperplane that can make the
equal sign valid, so we can find the sum of the distances
from the two heterogeneous support vectors to the
hyperplane (i.e., the interval). The task of support
vector machine is to find the hyperplane with the
maximum interval, which can be expressed by the
following formula.

2
max —-

]| (stoy(w'Xi+b>1),i=1.2,...

7m)
(4)

Therefore, for the support vector machine, after the
training is completed, most of the training samples do
not need to be retained, and the final model is only
related to the support vector.
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2.2 Logical regression

Logical regression is a multiple linear regression
model. By using this method, we can get weights
of independent variables, thus we can obtain the
information which relevant factors influence on the
experimental results. At the same time, Logical
regression usually assumes that the data obeys
Bernoulli distribution, then the maximum likelihood
function method and the gradient descent method is
used to further optimize the model and obtain the
optimal parameters [12]. By using logical regression,
the training speed of the model is faster, the form is
relatively simple, and the explanation is strong. In
particular, we use the formula 5 to describe logistical
regression

1

) = T

(5)

2.3 Random forest

The random forest adopts the ensemble method, which
based on decision trees, and the output category of
the random forest is determined by the number of
individual tree output categories [13]. Meanwhile,
with the development of internet of things, advanced
WSN-based data transmission technology can transfer
and store big data effectively and safely thus satisfy
the need of high quality medical data (obtained by
medical sensors) fit into the random forest classifier.
Specifically, decision trees select the optimal features
from current feature sets. However, Random Forest
random selects a subset from a node set which belongs
to the base decision trees, then chooses optimal
features from the subsets. Random forest has high
accuracy and can be used in big data set, but also has a
good performance for some high-dimensional samples.

sample

Majority-voting

|

final class

Figure 1. Workflow of RF Classifier
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2.4 Prediction assessment

In this study, we used 5-fold cross-validation to train
model. Specifically, our data was separated into five
subsets, where each subset maintains data distribution
consistency. By splitting 5 parts (i.e., four parts for
training and one part for testing), our samples can be
trained well and then we choose the mean value of
5-fold cross-validation as the final results.

\ dataset |

[Dt [p2 [p3a [p4

D1 D2 D3 D4 D5 = resull]

D1 |D2 |D3 | D5 Y -

result

Figure 2. 5-fold cross-validation

In order to evaluate the performance of our model,
we calculate accuracy, recall and specificity using
following formulas.

B TP+ TN )

ey = TP T FP+ TN + FN

TP
l= ——— 7
reca TP LN (7)
TN
ity = LY

speci ficity TN FP (8)

where TP represents the number of true positives,
FP represents the number of false positives, TN
represents the number of true negatives and FN
represents the number of false negatives.

3 Experiments

In this experiment, we mainly use correlation
coefficient methods for feature extraction. By
calculating the correlation between each feature and
the disease, we select age, weight, cholesterol, height as
the final feature. Before feature extraction, considering
the dimension of the data, we first standardize the data
so that the data is under the same dimension, mainly
using the corresponding package in Sklearn. Here we
mainly calculate the correlation of the data, as shown
in Table 1 and Table 2.

Table 1. Correlation coefficient(1).

Gender Height Weight
0.008  -0.010  0.181

Age
Disease 0.238
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Table 2. Correlation coefficient(2).
Ap_hi Ap_lo
0.054 0.657

Alco
-0.035

Smoke

-0.015

Disease

As shown in Figure 3 and 4, we found that there
exists obvious correlation between age and disease
(tablel). In order to further analyze the associations
between different factors and disease, we performed
descriptive analysis. ~Here we used boxplot to
describe the distribution of age, height and weight,
the experimental results are shown in the following
figure, we select the appropriate features by setting
the threshold as the input of the model. The threshold
is set to 0.05. Then the features are selected for
subsequent classification.
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Figure 3. The box plot about weight
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Figure 4. The box plot about height

We use SVM, Random Forest Classifier and Logical
Regression Classifier to train the model under
5-fold cross-validation, and the results are shown in
following table.

Compared with LR and RF, SVM obtain a better
performance. Specifically, SVM, LR and RF achieved
the average areas under the ROC curve of 78.84%,
78.41% and 77.50% under 5-fold cross-validation,
respectively. On the other hand, we used the
following figure to further describe the results of 5-fold
cross-validation.

Table 3. 5-fold cross-validation results

Classifier AUC(%) Recall(%) ACC(%)
SVM 78.84 71.47 71.48
LR 78.41 71.62 71.63
RF 77.50 70.67 70.50

4 Conclusion

This paper mainly used the method based on
correlation coefficient for feature extraction, then
adopted machine learning-based method including
SVM, RF and LR to predict cardiovascular disease.
The results show that SVM-based method can achieve
the average area under the ROC curve of 78.84%
under 5-fold cross-validation, which indicates the
performance of SVM is better than LR and RF for our
data. The use of machine learning-based method can
provide support for prediction of diseases.
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