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Abstract
In the modern world, disseminating false
information is a problem that must be addressed,
and algorithms based on machine learning are used
to spot and stop the spread of incorrect information.
Due to the current unregulated development of false
news fabrication and dissemination, democracy is
continuously under threat. Fake news may mislead
individuals while influencing them because of
its persuasiveness and life sciences. Using data
from the Web of Science, this study undertakes a
bibliometric analysis of research on the application
of machine learning for fake news identification.
The research underscores the need for a streamlined
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approach to analyze data exclusively from the Web
of Science database. The suggested technique
performs a thorough bibliometric study using Excel
and the R tool Bibliometric. The study looks at
variables in the field of machine learning for fake
news detection, including publication volume,
citations, collaborative research, and major research
fields. According to the survey, Ashraf I is the most
productive author in this discipline, which also
names King Saud University as the most productive
institution. IEEE Access is the most significant
source of academic contributions.

Keywords: machine learning, fake news detection,
bibliometric analysis, information ecosystem.

1 Introduction
In the modern digital landscape, fake
news—deliberately disseminated false information
presented as news, aimed at deceiving readers and
spreading falsehoods—has emerged as a critical global
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issue. Its prevalence in political campaigns, social
media, and other online platforms has far-reaching
consequences, including swaying public opinion,
inciting social unrest, and even leading to violence [1].
Fake news poses threats to democracy, free expression,
and societal harmony, particularly when paired with
modern technologies like deepfakes. Deepfakes
use artificial intelligence to create convincingly false
video content, adding a new dimension to the fake
news problem. For instance, during the 2016 U.S.
presidential election, fake news stories were widely
shared, potentially influencing voters’ perceptions
and decisions [2]. Similarly, the COVID-19 pandemic
saw a proliferation of misinformation about the virus,
treatments, and vaccines, leading to public confusion
and hindering efforts to manage the health crisis
effectively [3–6].

The rapid spread of misinformation—false or
inaccurate information that is spread unintentionally
or unknowingly—is exacerbated by information
pollution. Information pollution, also known as
"infolution," is the excessive amount of irrelevant,
misleading, or false information that makes it difficult
for individuals to discern accurate and reliable
information. This phenomenon has significant
implications for politics and public health, where
misinformation can lead to confusion, harm, or
misguided actions. Examples include the spread of
misinformation during elections or the COVID-19
pandemic, both of which underline the urgency of
addressing this issue [1, 7, 8].

Machine learning techniques have emerged as
promising tools for mitigating the spread of fake
news by identifying and classifying misleading
information. These techniques offer the potential not
only to detect but also to prevent the amplification
of false content, thereby protecting individuals and
institutions from its detrimental effects. By leveraging
bibliometric analysis, this study evaluates the
scientific contributions and trends in the application
of machine learning for fake news detection, offering
insights into the current state of research and future
directions [1, 9–11].

The Role of Machine Learning and Information
Pollution

Machine learning algorithms are pivotal in identifying
and mitigating fake news. These algorithms are
designed to recognize patterns in data, which can
then be used to identify content that may be false
or misleading. For example, machine learning

models can analyze the linguistic features of a
news article, compare it with known facts, and
flag discrepancies. This process not only helps in
detecting fake news but also prevents its spread by
limiting the exposure of false information on various
platforms. Information pollution, the mixing of
accurate information with false or irrelevant content,
poses a significant challenge in the digital age. This
pervasive issue is exacerbated by the widespread
use of social media and online platforms, where
it is easy to share information rapidly [7]. As a
result, distinguishing between reliable and unreliable
information becomes increasingly difficult, leading to
potential harm, especially in critical fields like politics
and public health.

Deepfakes and the Evolution of Fake News

The advent of deepfakes has added a new dimension
to the fake news problem. Deepfakes use artificial
intelligence to create highly convincing fake videos,
which can be used to spread 0 and manipulate public
opinion. For example, deepfake technology can be
used to create videos of public figures saying things
they never actually said, leading to confusion and
potentially harmful consequences [7, 12, 13].

Bibliometric Analysis in Research

Bibliometrics, the quantitative analysis of scientific
literature, is a valuable tool for evaluating the impact
and trends in research. By analyzing published
material, bibliometric studies can identify key research
areas, track the evolution of scientific fields, and
highlight potential future directions. In this study,
bibliometric analysis is applied to the field of fake news
detection using machine learning, providing insights
into the current state of research and identifying
opportunities for further exploration [3, 14, 15].

The key objectives of this study are to:

Quantify research trends: To evaluate the volume
of research on machine learning approaches for fake
news detection, analyze how it has evolved over time,
andmeasure its impact using indicators like the annual
growth rate of publications, average citations per
article, and key thematic shifts.

Assess global contributions: To analyze the
geographical distribution of research outputs,
identifying regions, institutions, and stakeholders
with significant contributions to the field. Metrics such
as publication volume, international collaboration
rates, and regional citation impact will be utilized.
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Figure 1. Methodological phases of bibliometric analysis.

Map collaboration networks: To explore collaboration
patterns among researchers, institutions, and
countries, using metrics such as co-authorship
networks and the strength of international
partnerships to highlight influential contributors and
potential areas for collaboration.

Identify leading contributors: To determine the most
active institutions, authors, and journals publishing on
machine learning approaches to fake news detection.
This will include an analysis of metrics such as h-index,
g-index, and m-index to evaluate their impact.

Explore thematic insights: To analyze the most
common keywords and research themes associated
with fake news detection. Clustering and
co-occurrence analysis will identify emerging
topics and underexplored areas within the field.

Contextualize practical implications: To discuss
the implications of machine learning research for
addressing real-world issues, such as misinformation
during elections, public health crises, and media
manipulation. Provide actionable recommendations
for leveraging research findings in policymaking and
technology development.

2 Materials and Methods
2.1 Bibliometric Mapping Analysis
Bibliometricmapping analysis is a quantitativemethod
used to characterize publication trends in various
academic fields. It provides researchers with valuable
insights and helps them determine the scope of their
inquiry [16, 17]. Figure 1 shows the methodological
phases of the bibliometric analysis.

2.2 Database and Search Approach
The Web of Science (WoS) database was used to
extract research articles related to machine-learning
approaches for fake news detection. The search was
conducted on June 19, 2023, using specific criteria.
The following search string was employed: fake OR
false AND news OR content OR misinformation OR
disinformation AND detection AND machine AND
learning. The search was refined to include articles
published between 1991 and June 19, 2023.

2.3 Inclusion and Exclusion Criteria
A total of 1114 articles were initially retrieved. The
inclusion criteria for the final analysis were articles
and reviews published in peer-reviewed journals,
articles that explicitly mentioned the use of machine
learning techniques for fake news detection, and
articles available in English. Conversely, the exclusion
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Figure 2. Annual growth of fake video detection articles by using machine learning.

criteria eliminated conference proceedings, notes, book
chapters, and other non-peer-reviewed documents, as
well as articles that did not focus on machine learning
approaches for fake news detection. After applying
these criteria, 649 papers were included in the final
bibliometric analysis [13, 18, 19].

2.4 Data Retrieval and Analysis
The final dataset was exported in ’.txt’ format,
including all available bibliometric information.
During data retrieval and analysis, several steps
were undertaken. First, duplicate records were
removed, and the remaining data were verified for
accuracy. Descriptive analysis was then conducted
to calculate key metrics such as the annual growth
rate of publications, average citations per article, and
thematic shifts. Geographical analysis was performed
to identify the distribution of research outputs across
different regions and institutions, while collaboration
network analysis was used to map co-authorship
networks and explore collaboration patterns among
researchers, institutions, and countries. The impact
of leading contributors (authors, institutions, and
journals) was evaluated using metrics such as h-index,
g-index, and m-index. Finally, thematic analysis was
conducted to identify common keywords and research
themes through clustering and co-occurrence analysis.

The results of the bibliometric analysis were analyzed
and discussed in detail, highlighting key trends,
contributions, and potential future directions in the
field of machine learning approaches for fake news
detection.

3 Results
3.1 Overview of Dataset
The dataset or data mining provides comprehensive
information on various topics, including timeline,

sources, volume, growth rate, average age, citations,
references, contents, authors, collaboration, and
categories of documents, spanning 32 years from 1991
to 2023, with 362 sources and 649 items, showing a
gradual growth rate of 14.81% per year and indicating
the significance of recent research with an average age
of 3.69 and 14.35 citations per document (see Table 1).

Table 1. The key characteristics of the dataset.

Description Results

Main Information

Timespan 1991:2023

Sources (Journals, Books, etc.) 362

Documents 649

Annual Growth Rate % 14.81

Document Average Age 3.69

Average citations per doc 14.35

References 25090

Document Contents
Keywords Plus (ID) 1125

Author’s Keywords (DE) 1892

Authors
Authors 2511

Authors of single-authored docs 27

Author Collaborations

Single-authored docs 28

Co-Authors per Doc 4.18

International co-authorships % 28.04

Document Types
Article 611

Review 38

3.2 Annual Production
The annual production of articles related to machine
learning approaches for fake news detection has shown
a significant upward trend, particularly since 2015.
This increase indicates a growing recognition of the
importance of addressing fake news and the potential
of machine-learning techniques in this field. The
peak in 2021, with 183 articles published, reflects
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Table 2. The journals and sources that have published the most articles on machine learning for fake news detection.

Most Relevant Sources Most Local Cited Sources Source Impact

Sources Articles Sources Articles Sources h-index g-index m-index

IEEE Access 37 ArXiv 613
Expert Systems

with Applications
11 19 0.846

Expert Systems with Applications 19
Lecture Notes in

Computer Science
386 IEEE Access 9 18 2.25

International Journal of Advanced

Computer Science & Applications
15 IEEE Access 384 Applied Soft Computing 6 8 1.5

Social Network Analysis and Mining 12
Expert Systems

with Applications
356

Information processing

& management
6 6 1.5

406083PeerJ Computer Science 10 PLOS ONE 261 Applied Sciences-Basel 5 6 1.25

heightened research activity and interest, likely driven
by the urgency to combat misinformation during
the COVID-19 pandemic and other significant global
events (Figure 2).

The growth rates and citation counts are critical
indicators of the research community’s engagement
and the impact of studies on fake news detection. A
steady increase in the number of publications suggests
that researchers are increasingly focusing on this
area, developing new methodologies, and refining
existing ones. High citation counts further indicate
that these studies are being published and influencing
subsequent research, demonstrating their relevance
and contribution to the field.

3.3 Three Field Plot

Figure 3. The Sankey plot visualizes the relationships
between nations, authors, and keywords in the field of

machine learning for fake news detection.

The leftmost column, AU_CO, lists countries of
authors: China, Saudi Arabia, UK, India, USA,
Pakistan, France, Italy. Each country contributes
significantly to fake news research. Middle column,
AU, lists author names: Ashraf I, Kumar A, Saeed F,
Lai DW, Sidorov G, Pasi G, Viviani M, Vishwakarma
DK, Choras M, Bansal D. Authors are linked to

countries and research topics. The rightmost column,
DE, lists research topics: Machine Learning, Deep
Learning, Social Media, Fake News, and Natural
Language Processing. These topics are core in
detecting fake news. Connections between columns
show relationships. For example, authors from China
like Ashraf I are linked to Machine Learning and Deep
Learning. Kumar A is connected to Social Media and
Fake News. Collaborative efforts among authors from
different countries contribute to a global knowledge
pool. The Sankey plot visualization is shown in
Figure 3.

3.4 The most pertinent sources
Table 2 gives an overview of relevant sources,
locally cited sources, and source impact in machine
learning-based fake news detection research.
This information helps identify key journals and
publications in this research domain. The most
relevant sources for articles on fake news detection
are IEEE Access, Expert Systems with Applications,
and the International Journal of Advanced Computer
Science & Applications. Other sources include Social
Network Analysis and Mining and PeerJ Computer
Science. Locally cited sources in this research domain
are ArXiv, Lecture Notes in Computer Science,
IEEE Access, Expert Systems with Applications,
and PLOS ONE. Indices like h-index, g-index, and
m-index measure source impact. Expert Systems with
Applications and IEEE Access show significant impact,
while Applied Soft Computing and Information
Processing & Management also contribute to research
in this area.

3.5 The Most Pertinent Author
Table 3 provides an overview of relevant, locally
cited authors, and author impact in machine
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Table 3. The productivity and impact of the most influential authors.

Most Relevant Sources Most Local Cited Sources Author Impact

Authors Articles Author Citation Element h-index g-index m-index

Ashraf i 5 Goswami a 47 Al-sarem m 3 3 0.75

Vishwakarma dk 5 Kaliyar rk 47 Bansal d 3 4 0.375

Bansal d 4 Narang p 47 Fu xx 3 3 0.333

Choras m 4 Bondielli a 37 Goswami a 3 3 0.75

Kumar a 4 Marcelloni f 37 Hussain m 3 3 0.375

learning-based fake news detection. It helps
identify key contributors and influential researchers,
enhancing our understanding of the research
landscape. Most relevant authors are based on
published articles. Ashraf I and Vishwakarma DK
lead with five articles each, followed closely by
Bansal D, Choras M, and Kumar A, each with four
articles. Most locally cited authors, with Goswami A,
Kaliyar RK, and Narang P leading with 47 citations
each. Bondielli A and Marcelloni F follow with 37
citations each. Author impact is measured through
indices like h-index, g-index, and m-index. Al-Sarem
M has h-index of 3, g-index of 3, and m-index of
0.75. Bansal D, Fu XX, Goswami A, and Hussain
M also significantly impact varying indices. The
h-index measures productivity and citation impact,
the g-index accounts for overall citation performance,
and the m-index considers academic career length,
providing fair research comparisons.

3.6 The most pertinent Affiliations

Table 4. Affiliation analysis.

Affiliation Articles
King Saud University 13

Arizona State University 12
Pennsylvania State University 11
China Agricultural University 9
King Abdulaziz University 9

Table 4 displays various colleges’ affiliation and
publication counts in machine learning-based false
video identification. King Saud University has
the highest number of publications, followed by
Pennsylvania State University and Arizona State
University. At the same time, Carnegie Mellon
University and COMSATS University have dedicated
research teams using deep neural networks, CNNs,
RNNs, and GANs to train algorithms on actual

and altered movies, emphasizing the importance of
collaborative efforts and advancements in this field.

4 Document most often cited

Table 5. Document Analysis based on Total Citation.

Paper DOI T.C

[20] 10.1007/s11306-006-0037-z 589
[21] 10.1371/journal.pone.0150989 265
[22] 10.1016/j.ins.2019.05.035 185
[23] 10.1016/j.eswa.2019.112986 151
[24] 10.1002/spy2.9 123

Table 5 presents notable research publications on
machine-learning techniques for identifying false
videos, including their citation counts and rates. For
example, Broadhurst et al. [20] has 589 citations, and
Zubiaga et al. [21] has 265 citations. These publications
cover various aspects of false video identification.

4.1 The Most Pertinent Country
The United States holds a prominent position in
research production and international collaboration,
ranking second globally, followed closely by China,
Canada, Pakistan, Saudi Arabia, Italy, and the United
Kingdom. Key contributors to advancements in
machine learning and fake news detection include
the United States, Canada, and China, which
exhibit robust research networks and high-impact
publications. Emerging players such as India, Japan,
and South Korea are making significant strides in
innovative methodologies, while European nations,
including Italy and the United Kingdom, maintain
strong collaborative efforts. Notably, the Middle East,
particularly Saudi Arabia and the UAE, is experiencing
rapid growth in artificial intelligence and machine
learning research, highlighting their expanding role in
addressing global challenges like fake news detection.
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Figure 4. The corresponding authors’ nations represent intra- and inter-national (MCP) collaboration.

Figure 5. The network of frequently co-occurring keywords in research articles.

Figure 4 illustrates the geographic distribution of
corresponding authors, emphasizing the diversity of
research contributions worldwide.

4.2 Co-Occurrences Keywords
Figure 5 shows that machine learning is strongly
connected to false video detection, with high centrality
and ranking metrics. Other important nodes in the
network include "deep learning", "natural language
processing", "social media," and "artificial intelligence".

4.3 Trending Topic
The bubble chart in Figure 6 illustrates the frequency
and timeline of technology andmedia terms from 2014
to 2022. Shows the importance of key tech in fake
news detection. "Machine Learning" is prominent,
increasing from 2018, the largest bubble in 2022.
Reflects role in fake news detection. "Fake News"
starts around 2017 and peaks in 2020. Reflects
concern over false info spread. "Deep Learning"
has been rising since 2016, the largest bubble in
2022. Effective in processing data for detection.
"Natural Language Processing" has been increasing
since 2018, with the largest bubble in 2022. Essential

for analyzing textual data for fake news detection.
"Social Media" and "Deepfakes" trends notable. "Social
Media" rising since 2018, significant in fake news
dissemination. "Deepfakes" increasing steadily since
2018, sophisticated misinformation form. Other terms
like "Feature Extraction," "Twitter," "Social Networking
(Online)," "Text Mining," "Media," "Data Models,"
"Support Vector Machine," and "Security" increasing
since 2018, largest bubbles in 2022.

5 Discussion
Deepfake research requires a comprehensive
worldwide analysis to guide future studies, including
collaboration with researchers from different
disciplines, and this study aims to identify the
top authors, journals, and countries in Deepfake
Technology research, as well as publishing trends, to
contribute to future theoretical research [25]. , Which
used the CNN method to spot phony video material.

Between 1991 and 19 June 2023, 1114 publications on
false video identification using machine learning were
found in the WOS database, indicating a significant
focus on fraudulent video-detecting technology,
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Figure 6. The evolution of research topics.

particularly Deepfake Technology. Most of these
publications were articles, with a small percentage
being reviews. The average TCs for false video
identification research papers decreased from 24, 25,
and 30 in 2016-2018 to 20.76 in 2020, while the journals
with the highest citations were IEEE Access and
Expert Systems with Applications, and the volume
of publications varied over time [13, 26].

The average TCs for false video identification research
papers decreased from 24, 25, and 30 in 2016-2018
to 20.76 in 2020, while the journals with the highest
citations were IEEE Access and Expert Systems with
Applications, and the volume of publications varied
over time [27], researchers from the United Kingdom,
India, China, and the United States are leaders in
studying bogus video identification, with the US
having the most significant influence in citations and
h-index. International collaboration is prevalent in
false video detection research, with the network map
representing the systems of international cooperation.
King Saud University in Saudi Arabia and Arizona
State University are significant institutions in false
video detection inquiry. The most notable authors
in false video detection research are Ashraf I and
Vishwakarma DK, with "machine learning" and "fake
video detection" being the most commonly used
keywords.

6 Conclusion
This study used bibliometric analysis to analyze
research on machine learning-based fraudulent
video detection from 1991 to 2023. Our findings
indicate that false video identification has become
increasingly popular since the 2016 presidential

campaign, with a significant increase in research
publications. The COVID-19 pandemic further
accelerated publishing activity, leading to the
emergence of an interdisciplinary research domain.
Bibliometric analysis helps researchers identify
publication patterns, keywords, authors, and
sources, providing valuable insights into high-impact
publications and subject advancement.

The analysis revealed several key trends and insights.
There has been a rapid growth in research, reflecting
the increased recognition of the need to address
fake news. The geographic distribution of research
outputs shows that contributions are predominantly
concentrated in certain regions, highlighting the
necessity for more inclusive and diverse contributions
from underrepresented areas. Collaboration among
researchers, institutions, and countries has intensified,
with notable co-authorship networks emerging, which
enhance the exchange of knowledge and innovation.
Leading institutions, authors, and journals have made
significant contributions to the field, as evidenced by
high citation counts and impact indices.

Actionable Recommendations and Implications for
Future Research. We propose several actionable
recommendations for future research and policy
development based on our findings. Encouraging
international collaboration is crucial to include
diverse perspectives and expertise, particularly from
underrepresented regions. This can be achieved
through international conferences, joint research
projects, and funding opportunities. There is a need
to focus on emerging challenges such as deepfakes
and other sophisticated forms of misinformation by
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developing advanced detection algorithms that can
keep pace with evolving technologies. Leveraging
cutting-edge machine learning techniques, such as
deep learning and natural language processing, can
enhance the accuracy and efficiency of fake news
detection systems. Integrating multi-disciplinary
approaches by combining insights from fields such as
psychology, sociology, and communication studies can
help develop holistic solutions that address both the
technological and human aspects of misinformation.
Informing policymakers about the latest research
findings is essential for developing regulations
that mitigate the spread of fake news, including
implementing standards for social media platforms to
identify and flag false information. Public awareness
and education campaigns are also vital to reduce the
impact of misinformation on society by educating
the public about the dangers of fake news and the
importance of verifying information.

The growing body of literature provides a robust
foundation for future research. By identifying
emerging trends and gaps in the current research,
scholars can prioritize areas that require further
exploration. For example, the surge in publications
related to deepfake detection highlights the need
for continuous innovation in this area, given
the sophisticated nature of such technologies.
Additionally, the geographic distribution of research
outputs can inform collaborative efforts, encouraging
partnerships between institutions in regions with
varying levels of research activity.

Policy Implications. Understanding the trends and
impact of research on fake news detection can inform
policymakers about the most effective strategies to
curb misinformation. For instance, insights from
high-impact studies can guide the development of
regulations and frameworks to prevent the spread
of false information. Moreover, by recognizing the
institutions and regions leading in fake news research,
policymakers can allocate resources and support to
bolster these efforts, fostering a more informed and
resilient society.
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