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Abstract
Poetry, as a profound and creative form of
human expression, presents unique challenges in
interpretation and summarization due to its reliance
on figurative language, symbolism, and deeper
meanings. Building upon the PoemSum dataset,
which introduced the task of poem summarization,
we extend its scope by exploring multimodal
applications. Specifically, we implement
and fine-tune two state-of-the-art abstractive
summarizationmodels—BART and T5—to generate
concise and meaningful interpretations of poems,
focusing on figurative summarization that captures
metaphorical and symbolic elements inherent
in poetic language. These summaries are then
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transformed into visual representations using
two diffusion-based generative models: Stable
Diffusion for high-quality image generation. Our
approach evaluates the effectiveness of abstractive
summarization models in capturing the essence
of poetry and demonstrates how diffusion models
can translate abstract poetic themes into visually
compelling images. Evaluation results show that
the BART model outperforms T5 in summarization,
achieving a high ROUGE score of 41.90 and a
BERTScore of 85.22. For image generation, the
Inception Score (IS) of 7.63 ± 0.62 reflects high
visual quality and diversity, while the CLIP
(Contrastive Language-Image Pre-training) Score
of 29.48 indicates strong alignment between textual
summaries and generated images.

Keywords: poetry, summarization, image, diffusion
model, multimodal, Transformer and Bart.

1 Introduction
Poetry, as one of the most profound and creative
forms of human expression, conveys emotions,
thoughts, and ideas through intricate figurative
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language, vivid imagery, and metaphors. Unlike
conventional prose, poetry often embodies layered
meanings and abstract interpretations, making
its understanding and summarization uniquely
challenging. Capturing the essence of poetry
requires more than a literal comprehension of its
words; it demands an appreciation of its deeper
themes, emotional resonance, and creative nuances.
This complexity has historically posed significant
challenges for computational models that attempt to
engage with creative text.
Recent advances in natural language processing (NLP)
have opened new avenues for tackling such creative
tasks. The introduction of the PoemSum dataset
marked a significant milestone in this domain by
establishing a foundation for the poem summarization
task. PoemSum demonstrated the potential of NLP
models to engage in creative language interpretation,
providing researchers with a benchmark dataset and
highlighting the challenges of summarizing poetry as
opposed to factual or prose-based texts [1]. However,
while progress has been made in understanding
poetic content, there remains an untapped opportunity
to connect such textual interpretations to other
modalities, such as visual representations, which can
further enhance the accessibility and engagement with
poetic works.
Building on this foundation, this study aims to
extend the application of poem summarization to the
multimodal domain, integrating textual and visual
understanding. Following the implementation of the
poem summarization task as outlined in the PoemSum
study, this work uses the generated summaries to
create visual representations through diffusionmodels,
a cutting-edge approach in generative image synthesis
[2]. By transforming the nuanced and abstract ideas
conveyed in poetry into corresponding visual forms,
this approach seeks to bridge the gap between textual
creativity and visual imagination.
This integration of NLP with diffusion models for
text-to-image generation represents a novel effort to
capture the interplay of linguistic and visual creativity
[3]. Through this work, poetic expressions are not only
summarized, but also visually interpreted, enabling a
deeper and more holistic engagement with poetry. For
example, themes of love, nature, despair, or triumph
encapsulated in poetic language can be vividly brought
to life in images, offering readers a newway to connect
with the underlying narratives and emotions.
In this paper, we propose a novel research direction

that resolves significant limitations in earlier poetic
summarization studies by integrating natural language
processing with visual generation to construct a
multimodal representation of poetry. While earlier
work Mahbub et al. [1] (2023) introduced the
PoemSum dataset and established baselines for
text-only poem summarization, no earlier work has
addressed how the poetic meaning, particularly its
metaphorical and symbolic richness, can be expressed
and perceived in visual modalities.
We bridge this gap by suggesting a two-stage pipeline:
first, we employ transformer-based models (T5 and
BART) to generate abstractive, metaphor-aware
summaries of poetry; second, we use Stable Diffusion
to translate these summaries into high-quality
visualizations. As far as we know, this is the first
instance of abstractive poetry summarization and
diffusion-based image synthesis being paired,
thereby enabling a new mode of AI-assisted
figurative interpretation. As opposed to prior work,
which lacked either multimodal understanding or
preserved abstract meaning, our method demonstrates
empirically that BART outperforms T5 and prior
baselines at capturing semantic detail with a ROUGE-L
score of 41.90 and a BERTScore of 85.22. To further
rigorously test the text-image coherence, we also
employ the Inception Score (7.63 ± 0.62) and CLIP
Score (29.48), providing quantitative guarantees of
visual-textual alignment a facet hitherto uncharted
in aesthetic AI. Cumulatively, our contributions
significantly advance the frontiers of multimodal AI
by introducing a framework that not only innovates in
textual summarization but also opens new vistas for
visual interpretation of poetic themes, with material
implications for pedagogy, digital humanities, and
human-AI collaboration.

2 Problem Statement
Interpreting poetry requires a deep understanding
of figurative language, metaphors, and abstract
ideas. Despite this advance, NLP models are still
unimpressive when extracting abstract information
from actual text, especially poetry. Furthermore,
converting the poetic interpretations into useful
and appealing images is difficult, thus, reduces
the interaction with the poetic contents. This
research tackles two challenges: First inputting
poetry into natural language processing models
to produce contextually rich summaries of poetry,
and Second generating visual representations of
these summaries using diffusion models. Solving
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these problems further promotes the development of
creative understanding of language and allows for new
uses in education, art, and multimodal AI systems.
Our work solves two key problems:
1. Summarizing poems while preserving metaphors

(using NLP models like BART)
2. Converting summaries into matching images

(using Stable Diffusion)
This connects text and visuals for better poetry
understanding.

3 Related Work
Text summarization has been a prominent area of
research in natural language processing (NLP), with
approaches broadly categorized into extractive and
abstractive methods. Extractive methods focus on
identifying and extracting key points directly from
the source text, while abstractive methods rephrase
the content using novel word sequences to convey the
main ideas. Abstractive summarization is particularly
suited for tasks like poetry summarization, where
direct extraction of words fails to capture the deeper,
figurative meanings embedded in the text [4].
Mahbub et al. [1] introduced the PoemSum dataset
and marks a significant step forward in addressing
this gap. PoemSum is the first dataset specifically
designed for poem summarization, comprising 3,011
poems paired with human-written summaries that
capture the creative and abstract meanings of the texts.
The authors benchmarked several state-of-the-art
summarization models, including T5, BART, Pegasus,
and mT5, and demonstrated the limitations of
these models in capturing the deeper essence of
poetry. Their findings highlighted the challenges
of summarizing creative language and the need
for specialized approaches to improve interpretive
summarization tasks [1].
While the PoemSum study focused on textual
summarization, the multimodal potential of poetry
remains largely unexplored. Recent advancements
in text-to-image generation using diffusion models
have shown promise in transforming abstract textual
descriptions into visual representations. Models such
as DALL-E and Stable Diffusion have demonstrated
the ability to generate high-quality images from text,
but their application to poetic content, which requires
a nuanced understanding of abstract andmetaphorical
language, remains underexplored [5].

This work builds upon the foundation laid by
PoemSum by extending poem summarization
to a multimodal domain. After implementing
abstractive summarization models for poetry, we
leverage the generated summaries to produce
visual representations using a diffusion model.
This integration of text summarization and image
generation addresses the challenge of bridging textual
creativity with visual imagination, contributing to the
expanding research at the intersection of language and
vision. By doing so, this study not only advances the
understanding of creative language summarization
but also demonstrates the potential of multimodal AI
systems in engaging with and interpreting abstract
artistic expressions.

4 Methodology
In this paper, we utilized the PoemSum dataset and
applied preprocessing techniques to prepare the data
for analysis.

Figure 1 illustrates our multimodal pipeline for poetic
summarization and visualization. The process begins
with the PoemSum dataset, where poems undergo
preprocessing to remove noise and standardize the
text. These cleaned poems are then fed into
abstractive summarization models (BART and T5),
which generate concise, metaphor-rich summaries
evaluated using ROUGE and BERTScore metrics.
The highest-quality summaries (from BART) serve
as prompts for the Stable Diffusion model, which
synthesizes corresponding images. Finally, the
generated images are assessed for visual quality
(Inception Score) and text-image alignment (CLIP
Score). This pipeline bridges textual and visual
creativity, ensuring both the abstract essence of poetry
and its aesthetic translation are rigorously quantified.

4.1 Dataset
To enrich research on the task of poem summarisation,
we have employed a dataset known as ’PoemSum’ that
is available on GitHub Dataset poemsum [1]. This
dataset includes poems along with their summaries,
where each entry contains the poem’s title, author, text,
source website, and a brief summary. The overall data
statistics for the PoemSumare provided in Table 1, with
all length values measured in word counts. "Max" and
"Avg." represent the maximum and average lengths,
respectively, while "Number of Poets" indicates the
number of unique authors in the dataset.
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Figure 1. Overview of the poetry summarization and image generation pipeline.

Table 1. Statistics of the PoemSum dataset.

Type Size
Number of Poems 3011
Number of Poets 930
Max Poem Length 6830
Max Summary Length 1104
Avg. Poem Length 209
Avg. Summary Length 141
Avg. No. of Poems per Poet 3.24

4.2 Data Cleaning
Data cleaning plays a crucial role in enhancing
performance by ensuring the input data is consistent,
noise-free, and well-structured for effective learning
[12, 13]. In the data cleaning process, we remove
special characters from poems, ensuring alphanumeric
characters and white space are retained. There are
multiple coherent spaces, which we reduced to a
single space to maintain uniformity, and any leading
or training white space is stripped. This cleaning
ensures that the text is free of unnecessary symbols,
extra spaces, and formatting inconsistencies, resulting
in a standardized and clean dataset ready for further
preprocessing and analysis using regular expressions.

4.3 Models
We utilized the models T5-base, T5-small, BART for
text summarization and Stable Diffusion for image
generation on the PoemSum dataset.
BART: BART [4] is a denoising sequence-to-sequence
transformer model that combines a bidirectional
encoder (like BERT) with an autoregressive decoder
(like GPT). It is pre-trained by corrupting text

inputs through noising functions (e.g., token masking,
deletion) and learning to reconstruct the original text.
This pretraining enables BART to effectively generate
coherent and contextually rich abstractive summaries,
making it well-suited for capturing the nuanced and
figurative language in poetry.
T5: A versatile transformer-based model that uses
a unified text-to text transfer learning framework
that can be used for diverse tasks like translation,
summarization, question answering etc [6].
Stable Diffusion: Stable Diffusion is a state-of-the-art
latent diffusion model designed for generating
high-quality images from textual descriptions [7].
In this process, the generated summary is used as
a prompt for the diffusion model. The model’s
encoder converts the input text into an embedding
vector, which is then passed through a latent
U-Net architecture. This architecture, coupled
with a variational autoencoder, iteratively refines
the image, generating a final visual representation
that aligns with the semantic content of the poem.
This workflow demonstrates how the integration
of textual summaries and diffusion models can
effectively translate abstract poetic themes into visually
compelling images, showcasing the synergy between
text and image generation, as shown in Figure 2.
The pre-trained models were fine-tuned with a
learning rate of 0.00003, and AdamW optimizer with
a batch size of 16.

4.4 Evaluation Metrics
Rouge: It measures the overlap between the actual
and generated summaries by comparing unigrams,
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'Walking the Dog' by Howard Nemerov 

is a short, simple poem that describes a 

relationship between a dog and his 

owner. In the first lines of this poem, the 

speaker begins by describing how the  

two universes are connected through 

love. They are one and the same. The 

second half of the poem ends with the 

speaker telling the reader that their 

relationship is like a pair of symbionts 

contented not to think each other's 

thoughts.

Poem Summary

Generated Image

Figure 2. Working of diffusion models.

bigrams, and the longest common subsequence,
corresponding to ROUGE-1, ROUGE-2, and ROUGE-L
[8]. The formulas for Recall, Precision, and F1-Score
are defined as follows:
Recall:

Recall = Overlapping n-grams
Total n-grams in the reference

Precision:

Precision =
Overlapping n-grams

Total n-grams in the generated summary

F1-Score:

F1-Score =
2 · (Precision · Recall)
Precision+ Recall

BertScore: Instead of considering exact matches,
Bertscore analyzes token similarities using contextual
embeddings [9].

F1(y, x) = 2 · P (y, x) ·R(y, x)

P (y, x) +R(y, x)

where:
• P (y, x): Precision.
• R(y, x): Recall.

P (y, x) =
1

m

∑
yi∈y

max
xj∈x

cos(E(yi), E(xj))

R(y, x) =
1

n

∑
xi∈x

max
yj∈y

cos(E(xi), E(yj))

where:

• x: Tokens in the reference text.
• y: Tokens in the generated text.
• E(xi): Embedding of token xi.
• cos: Cosine similarity function.

Inception Score: The Inception Score (IS) is a metric
used to evaluate the quality and diversity of images
generated by models like GANs or diffusion models
[10]. The formula for the Inception Score (IS) is given
as:

IS = exp (Ex [KL (p(y|x) ‖ p(y))])

where:
• p(y|x): The conditional label distribution of an

image x.
• p(y): The marginal distribution of labels across all

images.
• KL: Kullback–Leibler divergence measures how

informative the prediction is (i.e., low entropy
means the image clearly resembles one class).

Clip Score: The CLIP Score evaluates the alignment
between a text description and an image by computing
the cosine similarity between their embeddings [11].
The formula for the CLIP Score is given by:

CLIP Score = cos(Etext, Eimage)

where:
• Etext: Embedding of the text description.
• Eimage: Embedding of the image.
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• cos: Cosine similarity between the embeddings,
defined as:

cos(Etext, Eimage) =
Etext · Eimage
‖Etext‖ · ‖Eimage‖

5 Results and Discussions
Our primary focus was on generating images from
textual summaries derived using Stable Diffusion,
leveraging summaries generated by T5 and BART
models. The evaluation was performed in two stages:
• Evaluation of Generated Summaries

The BART and T5 models were evaluated on
the PoemSum dataset using standard metrics such
as ROUGE and BERTScore. The BART model
outperformed T5, achieving a ROUGE score of
41.90 and a BERTScore of 85.22, compared to T5’s
ROUGE score of 25.80 and BERTScore of 81.56,
as shown in Table 2 and Figure 3. The superior
performance of BART can be attributed to its hybrid
architecture, which combines bidirectional (like BERT)
and autoregressive (like GPT) transformers. This
design allows BART to better capture long-range
dependencies and contextual relationships, making it
well-suited for processing the complex and figurative
language of poetry. Additionally, BART’s denoising
pretraining enhances its ability to generalize across
diverse linguistic patterns. As a result, the summaries
generated by BART were concise, accurate, and
maintained a strong semantic alignmentwith reference
summaries, effectively representing the essence of the
poems.

Table 2. Comparison table of evaluation metrices.
Models ROUGE Score BERT Score
Baseline 41.18% 84.76
Bart_base 41.90% 85.22
T5_base 25.80% 81.56

When comparing BART with the baseline model
from the base paper, BART also shows improved
performance. Mahbub et al. [1] reported a ROUGE-L
score of 41.18 and a BERTScore of 84.76 for their
baseline model evaluated on the PoemSum dataset.
Our BART model achieves slightly higher scores
of ROUGE-L 41.90 and BERTScore 85.22 on the
same dataset, demonstrating improved summarization
performance. Although the improvement in ROUGE-L
is modest, the increased BERTScore indicates that

Figure 3. Comparison of metric scores between BART and
T5 models.

BART better captures semantic nuances in poetry
summaries compared to the baseline model. This
suggests that BART is more effective in handling the
nuanced and abstract nature of poetic content. Overall,
BART’s ability to produce high-quality summaries
surpasses both the T5 and baseline models, validating
its suitability for abstractive summarization tasks,
particularly in the challenging domain of poetry.
• Evaluation of Generated Images

The textual summaries produced by the BART model
were used as prompts for the Stable Diffusion model
to generate images. The Inception Score of 7.63
± 0.62 and CLIP Score of 29.48, measured on
images generated from BART summaries, indicate
high visual quality and strong semantic alignment
with textual prompts [5]. Inception Score (IS, 1-10
scale) measuring quality/diversity (higher is better),
and CLIP Score evaluating text-image alignment
(higher scores indicate better match). These results
align with findings from related diffusion-based
text-to-image models shown in Table 3. The overall
performance of the BART-Stable Diffusion pipeline
was competitive, as the concise and focused nature
of BART’s summaries led to visually coherent images
that effectively captured the main ideas of the poems.

Table 3. Evaluation of generated images (Inception Score
and CLIP Score).

Models Clip Score Inception Score
Stable Diffusion 29.48 7.63±0.602

The final results, including the generated summaries
and their corresponding images, are presented in
Figures 4 and 5. They showcase the transformation
of the abstractive summaries, produced by the BART
and T5 models, into visual representations using
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Figure 4. Generated summary and image from Poem I.

Figure 5. Generated summary and image from Poem II.

the diffusion model. They effectively highlight how
the semantic content of the poetry, captured in the
summaries, is accurately reflected in the generated
images, demonstrating the strong alignment between
the textual summaries and their visual counterparts.

6 Conclusion
This work presents a novel approach for realizing
poetic narratives through both interpretation and
visualization by combining text summarization and
image generation models. By leveraging BART
and Stable Diffusion, we introduce an efficient and
innovative application of multimodal AI for poetry

summarization and image generation. This creative
solution bridges textual and visual content while
aligning with the latest advancements in natural
language processing and generative models. We use
BART and T5 for abstractive summarization, with
BART outperforming T5 in capturing key content
and maintaining semantic alignment with reference
summaries. These summaries are then used as textual
prompts for the Stable Diffusion model to generate
visual representations of the poems. Evaluation
through quantitative metrics such as Inception Score
and CLIP Score indicates that the concise, focused
summaries produced by BART translate effectively
into coherent visuals, maintaining strong semantic
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alignment. The proposed pipeline, combining
BART with Stable Diffusion, demonstrates significant
potential for bridging the gap between textual and
visual creativity, paving the way for new applications
in multimodal understanding and artistic explorations
of literature.

7 Limitation and Future Work
Future work can focus on several promising directions
to enhance the current methodology. One limitation of
this study is the evaluation of only two summarization
models—BART and T5—due to resource constraints.
In future work, we plan to include more recent
models such as FLAN-T5, LLaMA-2, T5-large,
and PEGASUS to provide a broader performance
baseline. Will try other emerging transformer-based
architectures, which could improve the generated
summaries. With their larger parameters and
sophisticated pretraining, these models are better
equipped to capture the abstract and metaphorical
nuances inherent in poetry. Another exciting avenue
involves extending themethodology to generate videos
based on poetic summaries. Video generation can
enable dynamic and immersive storytelling, bringing
poetic narratives to life through motion, transitions,
and evolving visual elements that reflect the temporal
and thematic essence of poetry. Expanding the
approach to include multilingual capabilities is
another crucial area for exploration. Adapting the
summarization and generation pipelines to handle
poetry in multiple languages could significantly
broaden the system’s applicability, allowing for
the visualization of poetry from diverse cultural
and linguistic contexts. Furthermore, integrating
additional modalities, such as audio narrations of
the poems, alongside text and visuals, could create
a richer and more immersive multi modal experience,
enhancing the appreciation and accessibility of poetic
works for a wider audience. These advancements
can push the boundaries of creativity and technology,
offering innovative ways to engage with poetry and
other forms of literary expression.
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