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Abstract

Front-end feature tracking based on vision is the
process in which a robot captures images of its
surrounding environment using a camera while in
motion. Each frame of the image is then analyzed
to extract feature points, which are subsequently
matched between pairwise frames to estimate the
robot’s pose changes by solving for the variations in
these points. While feature matching methods that
rely on descriptor-based approaches perform well
in cases of significantlighting and texture variations,
the addition of descriptors increases computational
cost and introduces instability. Therefore, in this
paper, a novel approach is proposed that combines
sparse optical flow tracking with Shi-Tomasi
corner detection, replacing the use of descriptors.
This new method offers improved stability in
situations of challenging lighting and texture
variations while maintaining lower computational
cost. Experimental results, validated using the
OpenCV library on the Ubuntu operating system,
demonstrate the algorithm’s effectiveness and
efficiency.
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1 Introduction

Visual tracking technology stands as a prominent topic
within the field of computer vision. It encompasses a
suite of related technologies including the detection
of moving objects from continuous image sequences,
feature extraction, classification  recognition,
tracking filtering, and behavior recognition. These
methodologies are employed to accurately determine
the motion information parameters of a target—such
as position, velocity, acceleration, and trajectory—and
to perform the requisite processing and analysis for
understanding the target’s behavior. As information
technology and intelligent science have advanced,
computer vision has become a crucial component in
robotics [1] and unmanned vehicles [2], marking it as
one of the key technologies [13, 14] in this domain.

Currently, visual tracking technology can be classified
into two main types. The first type is based on the
feature points within an image, involving the matching
of these feature points across different images to
ascertain the movement patterns of these points. The
second method involves direct recognition of the target,
followed by tracking its movement across different
frames. This approach must surmount the challenges
associated with video object recognition, necessitating
the use of deep learning techniques. The framework
for this method is complex and requires significant
time to implement [3, 4]. Consequently, the approach
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that starts by identifying feature points in the image
offers substantial advantages for practical systems.

2 Related Works

In the field of computer vision, feature detection
and matching are critical components. Initially, it
is essential to extract features from the image and
establish a corresponding relationship between images
using these features. Here, a "feature" refers to a
specific location in the image, typically comprising
"point features," "line features," and other geometric
features [5]. Point features are the most commonly
utilized, also known as "key feature points", "points of
interest" or "corner points".

Feature points can be divided into the following types:

1. The pixel corresponding to the local maximum of
the first derivative (that is, the gradient of gray);

2. The intersection of two or more edges;

3. A point in an image where the rate of change of
both the gradient value and the gradient direction
is high;

4. At the corner, the first derivative is the largest
and the second derivative is zero, indicating the
direction of discontinuous changes in the edge of
the object.

Common methods for extracting corners include the
Harris Corner [6] and the Shi-Tomasi Corner. The
Shi-Tomasi corner extraction algorithm builds upon
the foundation of the Harris Corner technique. The
Harris Corner algorithm utilizes an autocorrelation
matrix, specifically, a matrix M associated with the
autocorrelation function. The eigenvalues of the
M-matrix represent the first-order curvature of the
correlation function. If both curvature values are
high, the point is identified as a corner feature. Shi
and Tomasi developed an improved method, which
considers a point a strong corner if the smaller

of the two eigenvalues exceeds a certain threshold.

Compared to the Harris method, the Shi-Tomasi
approach is generally more robust.

The effectiveness of corner detection and tracking
significantly influences the performance of video
tracking systems. Optical flow is a pivotal concept
in motion detection, analyzing the movement of

objects, surfaces, or edges relative to the observer.

Optical flow is extensively used for motion detection
[7] and tracking [8], making it one of the most
prevalent methods currently in use. Many researchers

4

have noted that using the optical flow method for
extensive corner tracking and repeated calculations
adds complexity, making it challenging to maintain
real-time video processing [9]. Consequently, this
paper proposes a hybrid approach that combines the
corner method with the optical flow technique. It
employs a sparse optical flow method to streamline
the operations of the optical flow technique while still
ensuring effective tracking of these corners.

3 Methodology

As one of the common corner detection methods in the
field of machine vision, Shi-Tomasi corner detection
method determines the corner position by calculating
the characteristic response value of each pixel in the
image. The main idea of the detection method is
to select the pixel with the smallest characteristic
response value as the corner. The feature response
value is evaluated by calculating the feature value
within the local region of the pixel. For each pixel,
the specific value can be calculated by calculating
the gradient matrix of the pixels around it, such as
the x and y components of the gradient. Then, the
eigenvalues can be composed of a characteristic vector.

Figure 1. The situation of corner judgment.

As shown in Figure 1, during the corner selection
process, a threshold can be set, and only pixels with
feature response values greater than the threshold are
selected as corner points. By adjusting the threshold,
the number and quality of corners can be controlled.
At a point (z,y) in the image, the self-similarity after
a translation of (u,v) can be expressed using the
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gray-level variation function E(u, v).

E(u,v) =Y w(z,y)[(z +u,y+v) = I(z,y)] (1)

z?y

Amonguw(z, y)as a window function, I (z+u, y+v)Is the
pixel gray level after translation, expressed as Equation

(2)

Iz +u,y+v) =I(z+y)+ Lu+ Ly+O0W? v?) (2)
Substituting Equation (2) into Equation (1) gives:
Il
I | |v

When the amount of local movement [u, v] Very small,
Equation (3) can be approximated by Equation (4) as
follows

I

Bu,o) =il |1 ®)

B(u,v) & [u,v] M m (4)

where M is a derivative of the graph. The matrix M is
represented by Equation (5),

2 LI
M= |y ] 5)
z?y

At this point, E(u, v) Can be expressed in elliptic form
as shown in Figure 2:

The direction of the rapid change
The direction of the slow
change

\_——

Figure 2. Representation of gray variation function.

Let the response function of characteristic points R For:

R= MM — k(A + X2)? (6)

As shown in Figure 2, the autocorrelation matrix M
Can be decomposed into two eigenvalues (Ao, A1).The
characteristic vector corresponding to the eigenvector.
And because smaller eigenvalues lead to greater

1/2

uncertainty, that is, a, ', so we can find good feature

points by finding the maximum value of the smallest
feature value. Based on the selected feature points,
this paper introduces the method of completing square
points: Kanade-Lucas-Tomasi, or KLT, KLT algorithm
is a traditional sparse optical flow tracking method,
which solves the offset to match the image. In the
past decades, KLT algorithm has been widely used in
various motion tracking examples.

KLT is an algorithm for tracking the same feature
points in two consecutive images. The KLT algorithm
has several assumptions: (1) the brightness of the
image should be kept constant; (2) spatial consistency,
that is, adjacent points have similar motions and
remain adjacent; (3) The movement is continuous in
time or the movement is "small movement." Usually
these three points can be satisfied.

Set up I and J for two consecutive images in the image
sequence,The grayscale value of a point (z,y) in the
image is denoted as I(z,y) and J(z,y) Based on the
assumptions of the KLT algorithm, set the coordinates
of a feature point in the image I as u,the feature point
correctly matched with u in image j is v, point v is
obtained by moving point u a short distance d,so there
are v = u + d, point v at time ¢ 4 1 corresponds to
point u at time ¢ displaced by d.The purpose of the KLT
algorithm is to solve for the change in displacement d.
When solving KLT, it is equivalent to searching within
a certain neighborhood around the feature points. Let
u expand the window range by w, and w,,the window
size is (2wy * 2w, ). So finding d can be transformed
into finding the minimum value of function ¢(d), as
shown in Equation (7):

T=Ug Wy Y=Uytwy

ed= > > Iy —J(@+dey+dy))?

T=Ug —Wz Y=Uy —Wy
7)

Equation (7), expressed in integral form, can be
equivalent to:

c(d) = //(J(x + g) (- g))zw(m)dx

The minimum value of £(d) can be obtained by solving
the partial derivative of vector d to make it equal to 0,
resulting in:

dJx+<) aJ(x— 4
B =2 [ [t -1 G2 -1 2)>w(x(>d)a:
9
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Equation (9) is expanded using the Taylor series:

— )G @)+ (6~ a) 5 (@) (10

According to Equation (10), expanding the Taylor
formula on J(z + %) and I(z — ¢) yields:

4, 21
2 Ox

dy 0J
(.27) + 58711

dy 01
?ETy(x)

N~ d(@) +

J(:r—l—2

(z)

~I(x)+ %g(x) +

d
I(z+ = 5 97

) (1)

Substituting Equation (11) into Equation (9) gives:

s~ [ [U@ -1+ g (12)
d

Among them, the expression for g is:

— (T F D5 CEI

(13)

What ultimately needs to be solved is:

5] Joe

After opening it:

JNECE

After separately proposing d, it is concluded that:

2) + g"d)g(w)w(x)de = 0 (14)

(z2)w(z)dx = —//gT(x)dg(ac)w(w)dm
(15)

// z)dg(z)w(x // T(z)w(z)dz)d (16)
Equation (16) can be simplified as:
Zd=e (17)
where z and e are:
- [ [ s @uwia)ds
e= //[I(x) — J(2)]g(z)w(z)dx (18)

If we want d to have a solution, we must ensure that
z is reversible. Equation (17) calculates the offset d

iteratively, which can obtain a more accurate offset.

The iterative method is:If the displacement obtained

from the (k — 1st) iteration is d*~1 = [dk~ 1dk 1], then
J(x,y), which is the k —th iteration, can be represented
by the (k — 1st) iteration as follows:

J+di L y+dih

J(z,y) = (19)

After multiple iterations of Equation (20), the k — th
displacement d* can be obtained as follows

Uy +Wg Uy +wy

=2 >

T=Ug — Wz Y=Uy —Wy

J(atdy™t ytdy )P

(20)

d* = Z71ey (21)
We assume that after k iterations, Equation (20)
converges, resulting in d:

(22)

By solving for d, we determined the matching
relationship between the feature points on image I and
image J, as well as the motion relationship between
the two frames of images.

In the experiment, we achieved visualized optical flow
tracking results as shown in Figure 3. This experiment
is a still shot of a video, in front of the bus and car
passing by, because the background is still, so there is
no optical flow tracking trajectory on the static object,
passing by the bus and car, red for feature points, green
for each feature point tracking trajectory.

Figure 3. Visualization results of optical flow tracking.

When the system is running, read in the video image
processing process as follows:
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1. Firstly, the first frame image is detected, and
200 Shi-Tomasi corners are extracted from the
first frame image using the goodFeaturesTolrack
function in Opencv. When extracting corners, the
interval between corners is more than 30 pixels to

ensure the uniform distribution of feature points.

Then, each feature point is tagged;

2. The image frames after the first frame are tracked
by KLT sparse optical flow, and the untracked
feature points are eliminated;

3. The tracking between two frames also produces
mismatched points. The outlier points are
removed by 2 point-RANSAC method;

4. Then calculate the number of the remaining
feature points k, and add one to these feature
points records, that is, the number of successful
tracing, add one, set the mask within the range of
30 pixels around the remaining feature points, no
more feature points, so as to ensure the uniform
distribution of the extracted features;

5. 200-k Shi-Tomasi corners are extracted in the
current frame, so that the total number of feature
points is still 200;

6. Go to the next frame and repeat the cycle as above.

In the front-end feature tracking algorithm flow, when
we extract feature points in the first frame, To ensure
that the feature points interval is more than 30 pixels, in
the process of feature tracking set mask, in the tracking
of the feature points 30 pixels to add feature points, so
as to ensure the uniform distribution of feature points

in the image, for the subsequent image pose calculation.

If this operation is not performed, the feature points

will be unevenly distributed, as shown in Figure 4.

After setting the mask, the image feature points are
extracted as shown in Figure 5.

4 Experiments

Figure 5. Image of extracting feature points after mask is set.

District, Beijing. The vehicle speed is from 0 km / h to
30 km / h.

The experimental results of video-based feature
matching are shown in Figure 6, where red indicates
the experimental results of the proposed method, and
blue indicates the experimental results for traditional
feature matching. Traditional feature matching [10]

To verify the effectiveness of the proposed method, Compared with the method proposed in this paper, the

we compared it with the method of completing the
square [10]. The comparison involved conducting
experiments on the same dataset to assess both
methods in terms of processing time and translation
error. The experiments were conducted using a Lenovo
ThinkPad E470 computer equipped with an i5-7200U
CPU at 2.50 GHz, 8 GB RAM, and running the Ubuntu

16.04 operating system, along with Kinetic for ROS.

The experiment is carried out on a set of vehicle data
collected from Kwun Tong Community, Chaoyang

experimental time consumption and translation error
are obtained as shown in Figure 7, it is the experimental
time consumption comparison of the two methods,
and the horizontal axis is the number of extracted
feature points. The vertical axis is the time needed.
It can be seen that with the increase of the number of
extracted feature points, the calculation time of the two
methods for feature extraction and data association is
also increased, but the optical flow tracking method
designed in this topic is less time-consuming than the
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feature matching method. The horizontal axis [11]
represents the number of extracted feature points, and
the vertical axis represents the translation error. It can
be seen from Figure 8 that the error of the proposed
method is less than that of the feature point matching
method within 800 feature points. Experimental

results show that compared with the feature point
matching method [12], the proposed method is less
time-consuming and has lower translation error.
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Figure 7. Performance comparison between the proposed
optical flow tracking method and the traditional feature
matching method.
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Figure 8. Performance comparison between the proposed

optical flow tracking method and the traditional feature

matching method.
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5 Conclusion

This paper aims to solve the problem of computational
complexity and instability of feature point matching
in visual tracking methods. Therefore, we propose
a Shi-Tomasi method of completing square corners
based on optical flow tracing.

Firstly, we use Shi-Tomasi corner detection algorithm to
select the most representative corner as feature points.
This method can reduce the extraction of redundant
information, reduce the computational complexity,
and improve the accuracy and stability of feature
points. Secondly, we optimize and improve the optical
flow tracking process. In order to solve the problem
of mismatching in optical flow tracking, we introduce
a feature selection method based on optical flow. By
filtering the motion of feature points, we eliminate
the low-quality feature points, improve the accuracy
of matching, and further enhance the stability of the
tracking algorithm. Finally, we test the method and
compare it with the traditional method of completing
square. The results show that the Shi-Tomasi method
of completing square corners based on optical flow
tracing is accurate and stable.

To sum up, a novel Shi-Tomasi corner matching method
based on optical flow tracing is proposed by improving
the method of completing square points. Experimental
results show that the proposed method is more stable
in the case of large changes of illumination and texture,
and can estimate the pose of the robot in real time.
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