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Abstract
We investigate the use of deep learning models for
retail sales predictions in this research. Having a
proper sales forecasting can lead to optimization
in inventory management, marketing strategies,
and other core business operations. This research
proposed to assess deep learning models such
as Convolutional Neural Network (CNN), Long
Short-TermMemory (LSTM), Multilayer Perceptron
and hybrid CNN-LSTM model. The models are
further improved by using some dense layers
to embed daily sales data from the biggest
pharmaceutical firm in the study. Models are
then trained on 80% of the dataset and tested on
remaining 20%. The accuracy of the proposed
research is compared using evaluation metrics
like Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE). The results indicate that
the CNN-LSTM model outperforms the others,
achieving the lowest RMSE and MAE values,
making it the most suitable for sales forecasting in
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the given context. This research contributes to the
field by demonstrating the superiority of hybrid
models in handling complex, temporal data for
predictive analytics. Future work will explore the
integration of additional data sources and advanced
deep learning architectures to further improve
forecasting accuracy and applicability.

Keywords: sales forecasting, deep learning, CNN, LSTM,
retail analytics.

1 Introduction
Nowadays, every company relies on sales forecasts.
Increasing product sales is a goal of every business [1].
The ability to make informed decisions about
product manufacturing hinges on the business
owner’s knowledge of the products’ future demand.
Forecasting methods help us figure out what’s coming
next. Some statistical approaches, human planning, or
a mix of the two is used to accomplish forecasting [2].
The process of predicting future wants or trends
are fraught with difficulty is an emerging trend
in the market. Because forecasting models can
occasionally produce over-or under-forecasting, it is
also challenging to construct an accurate prediction
model [3]. On the one hand, a business owner runs
the risk of missing out on a sales opportunity if
they under-estimate or over-estimate their sales, while
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on the other hand, they run the risk of producing
unnecessary products, which drives up to production
costs. In order to plan production accordingly
and satisfy future demands, manufacturers require
reliable predictions. In order to foretell future
requests or sales, a variety of forecasting methods
are available [4]. Sales forecasting using a back
propagation neural network method has its uses,
however dealing with huge parameters can be a
challenge. An effective approach to address the
issue of managing extensive parameters in sales
forecasting with a backpropagation neural network
(BPNN) is to adopt more advanced deep learning
architectures, such as convolutional neural networks
(CNNs) (See Figure 1) and long short-term memory
networks (LSTMs). These models are capable of
processing large datasetswhile simplifying parameters’
complexity by utilizing convolutional layers for feature
extraction in CNNs and incorporating memory units
in LSTM to preserve temporal information without
burdening the system with an excessive number of
parameters. Additionally, strategies such as dropout
regularization and parameter sharing can further
alleviate the parameter burden, leading to more
efficient and precise forecasting.

The sales forecast shows the expected quantity of
a product sold in a given market at a given price
point over a given time period. Many businesses
manufacture goods in advance to fulfil future requests,
while others manufacture them on an order basis [5].
Estimating the kind, amount, and quality of future
activities, such as sales or items, is what forecasting is
all about. In order to foretell future requests or sales, a
variety of forecasting methods are available [6].

Deep learning, machine learning, a few regression
models, the “Autoregressive Integrated Moving
Average” ARIMA model, and others are all tools
in the toolbox when it comes to building predictive
models [7]. A number of factors, including themodel’s
processing speed, the correctness of the findings, the
model’s robustness, its interpretability, and how easy it
is to use, must be validated after the appropriatemodel
has been built [8]. It is standard practice to create
multiple models using various methods and then
compare these models. For model development, some
authors utilize basic or easy techniques like logistic
regression, neural networks, or classification trees. To
improve accuracy and reduce errors, others use hybrid
models such as the boosting-based Adaboost or the
bagging-based random forecast models [9].

We can choose from a variety of predicting methods.
When trying to predict future sales, many businesses
employ a combination of strategies [10]. The
decision on sales forecasting is made by one or more
executives with extensive expertise and solid industry
understanding. Quick and easy, this is the way to
go. However, LSTM networks are highly effective for
future sales predictions due to their ability to capture
and learn long-term dependencies in time series data,
ensuring accurate and reliable forecasts. It is capable
of learning long-term dependence and memorization.
In time series prediction, it excels because it can recall
past inputs [11].

Recent developments, such as the Informer algorithm,
have demonstrated potential in long-term forecasting,
especially due to its effective attention mechanism that
captures long-term dependencies within time-series
data. Nevertheless, our study emphasizes the benefits
of hybrid models like the CNN-LSTM architecture,
which adeptly handles both spatial and temporal
dependencies in retail sales data. TheCNNcomponent
proficiently extracts intricate features, while the LSTM
component preserves information over time, rendering
this hybrid model resilient to data variability—an
aspect that some advanced algorithms may overlook.
This adaptability contributes to enhanced predictive
performance.

Businesses can improve operational efficiency
by automating predictions using deep learning
models. Employees can focus on more strategic
endeavours with less time and effort spent on
manual analysis [12]. In the highly competitive retail
sector, organizations can gain a significant edge by
utilizing advanced predictive analytics. They have a
greater grasp of market trends and can react quickly
in comparison to competitors that rely on more
traditional strategies [13]. Deep learning models can
constantly adjust and gain knowledge from new input.
To stay relevant in the ever-changing retail market, we
need to adapt at this level.

Motivating this research is the belief that deep learning
algorithms can provide significant benefits to the
retail sector [14]. By fixing the problems mentioned
earlier, these algorithms might revolutionize how
retail companies operate and make decisions. Using
deep learning models, which can learn from large
datasets, can substantially improve the accuracy of
sales estimates [15]. All aspects of the business
plan, including inventory management and marketing,
depend on this level of accuracy. An algorithm
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like these finds patterns in the large amount of
customer data, which is beyond the ability of a human.
As a result of this understanding, we can provide
better personalized experiences and increase client
happiness.
The paper has the following contributions: This paper
proposed a hybrid CNN-LSTM model by adjusting
dense layers
• To propose the application of deep learning

models such as CNN, LSTM, MLP and hybrid
CNN-LSTM models for retail sales forecasting.

• To evaluate the performance of deep learning
models using performance evaluation metrics.

This paper is organized as follows: The overview
of literature on related sales forecasting research is
presented in Section 2. The proposed approach in
this research along with its implementation setup
is detailed in Section 3. Applying the suggested
methodology to the dataset yielded the results, which
are presented and discussed in Section 4. Section
5 concludes the findings and recommendations for
further research on performance indicators.

2 Related Work
Recent study investigates a number of machine
learning techniques for the purpose of making sales
forecasts for retail establishments [16]. The proposed
method makes use of normalization to shorten
training times while simultaneously improving data
quality. Another study [17] presents the results of
a comparative analysis of machine learning models
that are used to sales predictive analytics. Better
stock administration and personnel scheduling, which
increases transactions and customer loyalty, is a direct
result of sales prediction, an integral aspect of modern
business intelligence.
Authors suggested the model that uses a deep
recurrent neural network to predict the daily cash flow
of power sales [18]. Their neural network model of
choice for this task is the Gated Recurrent Unit (GRU).
This model retrieves the daily cash flow results after
mining and analyzing payment data based on previous
data, learning the internal characteristics automatically,
and extracting the information. Prediction and
analysis of previous data are handled by a 3-layer
GRU unit. Following the last experimental results,
the author claims that a recurrent neural network
model outperforms an ARIMA model in terms of
prediction accuracy. The development, investment,

and consumption of electricity capital can benefit
from knowing the correct estimate of daily sales cash
flow. Researchers in a study [19] utilize a differential
assessment approach grounded in deep learning
principles to construct a very effective forecasting
model. Next, they trained their weights with a
differential evaluationmodel after selecting a structure
with an adaptive learning model.

A previous research focused on the applications of DL
algorithms to sales forecasting [20]. The fashion sector
is the focus of their empirical research, which employs
a variety of attributes in their dataset. They do their
analysis using the fashion dataset given by companies.
They make use of a broad variety of product factors
and physical attributes. The performance of the
proposed model is compared with various existing
approaches, including decision trees, random forests,
SVMs, SVRs, artificial neural networks, and linear
regression. They also propose a model using deep
learning techniques and discover a decent model for
fashion market forecasting. The proposed model isn’t
just for the fashion business; it can be applied to any
prediction analysis. However, they suggested that in
order to do more targeted analyses, we should modify
the dataset and features.

A model has been constructed for the purpose of
forecasting pharmaceutical retail sales [21]. To achieve
this, researchers suggested a hybrid pipeline paradigm
with heavy parallelization. Additionally, they referred
to it as the advance pipeline model. Their concept
applies deep neural network models to multi-task
objectives, such as predicting sales, analyzing product
similarity and complexity, and applying these tasks to
big-data sequential transaction systems for improved
accuracy. The semantic product embedding goals and
sale prediction are provided by this highly parallelized
pipeline system, which employs both supervised and
unsupervised learning models. For this empirical
study, they rely on pharmaceutical data collected on a
massive scale. The outcomes demonstrated the efficacy
and precision of their technique as a sales pore casting
tool.

There are multiple branded traditional forecasting
algorithms, for example ARIMA and Exponential
smoothing that fail to capture the complexity of
multiple influencing factors in time-series data which
exhibit non-linear patterns. These approaches need
manual feature engineering and typically posit a
stationary time series [11]. On the other hand, deep
learning methods, such as the models used in this
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research, are good at learning complex patterns in raw
data automatically and capable of handling non-linear
relations between variables that make them more
appropriate for intricate forecasting like retail sales.

Several models have been used to predict retail
sales rates [22]. This study aimed at evaluating
these models and find the one with the highest
accuracy rate. Machine learning methods such
as boosting algorithms and linear regression are
utilized. Multiple regression, polynomial regression,
ridge regression, and lasso regression are among
the forecasting approaches they employ. Among
the numerous boosting algorithms, they employ are
AdaBoost, Gradient Tree Boosting, and XGBoost. For
this study, they scoured 10 stores in different cities,
using 1559 goods total. According to the results,
the boosting algorithms outperformed the standard
regression methods in terms of prediction accuracy.

Forecasting retail sales is an essential aspect of business
organizations, enabling them to enhance inventory
management, refining marketing strategies, and
improving overall operational efficiency. The advent
of deep learning models has markedly transformed
this domain by offering predictive capabilities that
surpass traditional prediction techniques. Among the
most frequently utilized models are Convolutional
Neural Networks (CNNs), Long Short-Term Memory
(LSTM) networks, andMultilayer Perceptrons (MLPs).
Notably, the hybrid CNN-LSTM model excel in
capturing both spatial and temporal relationships
within the data, rendering it particularly effective
for sales forecasting. Research indicates that the
incorporation of dense layers and the enhancement of
data representation can significantly boost prediction
accuracy, particularly in scenarios where daily sales
data are influenced by external variables such as
promotions or seasonal variations [13].

While deep learning methodologies have been utilized
for forecasting retail sales, there remain significant
gaps in the research. The majority of studies have
concentrated on either spatial or temporal patterns in
isolation, overlooking the interaction between these
dimensions within retail data. Furthermore, there is
a scarcity of investigations into the efficacy of hybrid
models that integrate CNN and LSTM architectures,
particularly in the context of extensive datasets
such as pharmaceutical sales [16]. Additionally,
the existing literature frequently fails to provide a
thorough comparison of thesemodels under consistent
conditions, which is essential for determining the most

effective strategy for managing large datasets.
This research enhances the current body of literature
by performing a comprehensive analysis of CNN,
LSTM, MLP, and hybrid CNN-LSTM models utilizing
a real-world retail sales dataset. It fills the void
of limited investigation into hybrid models and
showcases their effectiveness in managing intricate
temporal data [19]. Additionally, the incorporation
of dense layers to represent daily sales data presents
a novel strategy for enhancing forecasting accuracy,
an area that has not been extensively explored in
previous studies. By concentrating on an extensive
dataset from the pharmaceutical sector, this study
offers valuable insights that may be relevant to various
other industries.
The researched presented above illustrate how
sophisticated algorithms can enhance customer
delight, reduce costs, and streamline business
processes. This categorization applies to a plethora
of other meaningful applications as well, such as
precise real estate valuation or accurate short-term
sales forecasting at supermarkets.

Figure 1. CNN architecture [2].

3 Methodology
The following research approacheswere utilized in this
paper to address the research questions. To begin, in
order to discover improved findings, we learn from the
existing relevant research. We employed deep learning
algorithms to analyze retail sales based on the results
of a number of literature evaluations that surveyed
various relevant existing researches. Evaluating the
performance of several deep learning algorithms, such
as CNN, MLP, LSTM, and CNN-LSTM, is the primary
objective of this research. In order to achieve very high
accuracy with very little error rate in this research, we
additionally added some dense layer for all of the CNN.
To do this, we applied as many as four dense layers
to each algorithm before assessing their performance.
In our model, we train and test four different deep
learning algorithms on our dataset, each with its own
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set of additional thick layers. We then analyze their
performance to determinewhichmodel is best for sales
forecasting.

3.1 Algorithms
Algorithms used in this study such as CNN, MLP,
LSTM, and CNN-LSTM, are popular known models.
In the following, we provide the architectures of these
models. To explain the functionalities of CNN, MLP,
and LSTM models of deep learning, the architectures
of each model are presented below. The following are
the diagrams depicting the characteristics andworking
of these models a as an indication of what is different
about them and how the models work.

Figure 2. MLP Architecture [3].

CNN convert the input images into features through
the convolution layers and then switch to pooling
layers to minimize dimensionality. This extracted
features are taken to fully connected layers and then to
softmax layer which is used for classification. This
architecture is specifically very good at preserving
sparsity at different levels of the structure.

Figure 3. LSTM Architecture [4].

ANN architecture of MLP is that of a feed forward
neural network and its architecture has one input layer,
one or more hidden layers and an output layer and all
the layers are fully connected, as shown in Figure 2.
Input data is passed through the network of neurons

based on different layers where each neuron applies
the activation function for its outputs. This architecture
can learn non-linear relationships in the data by using
a derivative free approach.

LSTM networks on the other hand consist of input
gate; forget gate, and output gate which control the
flow of data in the cell. The forget gate removes
information unnecessary in the current scenario, the
input gate adjusts the cell’s state based on incoming
information, and the output gate transmits information
to subsequent time-step. This architecture performs
very well in capturing long term dependencies in
sequential data, as shown in Figure 3.

Convolutional Neural Networks (CNN) are quite
effective in feature extraction using convolution layers
hence very good in detecting spatial relations. Indeed,
Multilayer Perceptrons (MLPs) are quite useful to
discover non-linear relationships between variables,
yet, they can’t perform temporal dependent data
processing. Temporal recurrent structures that can
elegantly capture long-term dependencies are LSTM
networks which use memory cells to maintain the
dependencies over long sequence thus qualifying it
for time series forecasting. The use of both CNN
and LSTM is done in a very efficient way, where the
CNN is responsible for feature extraction from the
input data, and LSTM for temporal analysis. The
present research presents how these sophisticated
techniques yield better prediction accuracy with
fewer errors than those obtained in prior research,
primarily with the CNN-LSTM composite model.
For example, [23] only implemented a single LSTM
model to predict the next word but did not include
convolutional layers for feature learning; [24] used
MLPs for the next word prediction and failed to
capture temporal dependencies. Authors in [25]
utilized a standalone CNN which does not cope
with sequential data well. The above mentioned
models were outperformed by our approach which
incorporated dense layers to improve learning of
intricate patterns, when compared with them based
on the calculated RMSE and MAE for sales forecasting
using the proposed hybrid CNN-LSTM model. Some
researchers have separately provided single models
for their tasks but we utilized multiple models in order
to get better result and in order to support the current
hybrid model, we have tried to fix the maximum
requirements based on findings from the prior studies.
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Table 1. Software requirements.

Item Name Description

Python An open-source, high-level programming language used for performing different
deep learning models.

Pandas Data manipulation tool that is open source, fast, powerful and flexible. It provides
numerical and time series data structures and operations for solving these problems.

Numpy
Base N-dimensional array package for SciPy library It offers high level
n-dimensional arrays and numerical computing tools, available across various
scientific domains.

Matplotlib
The holoviews package is a high-level tool for convenient visualization of
different types of data in Python Matplotlib: It helps in plotting
two-dimensional graphs for creating publication-quality figures.

Seaborn An appealing package for Python visualizations built on Matplotlib that can generate
high-level, meaningful statistical images.

Sklearn A quick and easy way to analyze data built on Matplotlib, Scipy, and Numpy.
It is accessible to everyone and reusable in various contexts.

Keras A library open to everyone, makes it easier for a large group of people to use artificial
neural networks with a Python interface that opens the door to the TensorFlow library.

Table 2. Hardware requirements.

Item Name Description

High-
Performance

GPU
A high-performance Graphics Processing Unit (GPU) for efficient deep learning model
training and inference.

High RAM
Capacity

Sufficient Random Access Memory (RAM) to handle large datasets and complex
computations efficiently.

SSD Storage Solid State Drive (SSD) for fast data access and storage.

Multi-core
CPU

A multi-core Central Processing Unit (CPU) to support parallel processing
and enhance computation speed.

3.2 Software and Hardware Requirements
This research employs an open-source high-level
language to program the proposed hybrid approach.
We present software and hardware requirements in
the following Table 1 and 2.

3.3 Dataset Description
Daily historical sales data of 2024, from a globally
recognized sold pharmaceutical firm is collected and
used in this research study. The total number of

products sold in a day it is to add a day sales as well.
Using PLSQL queries, we retrieve the data from the
various tables. The Oracle database makes use of
PLSQL. For this data collection, we turned to Oracle.
From January 1, 2024, to December 31, 2024, we gather
data. Out of this, we use 80% for training and 20%
for testing. The dates, item identifiers, prices, and
sale days are all part of the train data, which has
1048576 rows. Using Oracle, we were able to retrieve
the necessary data by using outer and inner joins to
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Table 3. Represent data fields description.
Field Name Description

ID Presents the (item) in the tuple
item_id Unique identifier for products
item_category_id Unique identifier for categories of item
date_num Represents consecutive data numbers
Date Date in dd/mm/yyyy format
item_sale_day Number of items sold in a day
item_name Name of the item
item_category_name Name of the item category

combine many tables. Data fields of dataset are given
in the following Table 3.

3.4 Data Preprocessing
Numerous established approaches to sales forecasting
are at the disposal. In terms of efficiency, precision, and
error rate, each of these approaches is unique. After
we transform the data into days, we look for outliers,
missing numbers, and null values. To prepare our
dataset for testing and training, we eliminated any
outliers and filled in any missing numbers.
While performing data preprocessing we made a
proper check list for handling outliers and missing
values. They exclude outliers in order to reduce their
impact on the assessment of themodel performance, as
well as to overcome the possible influence of outliers
on the results of the sales analysis. Finally, for the
missing values we have used imputation methods in
order not to distort the data set. In addition, we had
to address the missing numerical data using the mean
or median of the respective fields of more frequent
value imputation with categorical data. This made the
preprocessing, an important step since it produces a
clean and accurate data set for both the training and
testing of the models, leading to high performance of
the predicative models [20].

3.5 Feature Selection
The succession of deep learning models is influenced
by numerous critical parameters. When implementing
deep learning algorithms, feature selection is crucial.
It improves the model’s accuracy while decreasing
training time and protecting data from overfitting
by eliminating data dependencies. In order to make
our model more efficient, we narrow down the
list of input variables and pick the ones that will
be most helpful. To choose features, we employ
a selection procedure, correlation statistics, and
transform variables. Regression is also employed to
eliminate data dependencies.

In feature selection, we used the Pearson correlation
statistics that proved useful in filtering out the features
with a high linear dependency with the target variable
and by doing so we eliminated any input variables
that were inconsequential or repetitive. Also, various
techniques, including stepwise regression, were used
in order to eliminate those features that have little
contribution to the efficiency of the model. This made
it possible to capture only the relevant variables which
enhance the efficiency of the model hence reducing the
chances of getting a wrong model during retail sales
forecasting.

3.6 Feature Selection
The neural network is strongly linked to this layer.
This layer of neural networks is common and utilized
extensively. The adjective "dense" describes these
strata perfectly. In neural networks, it is one of many
specialized layers. The fundamental unit of artificial
neural networks, dense layers aggregate all the inputs
and outputs from each layer. There is a weight W, an
activation function a, and a bias vector b in this layer.
Applying the dense layer at the end of the network
and doing it again up to four times yields the best
performance. Every neuron in the layer below the
dense layer is connected to every neuron in the layer
above it, as shown in Figure 4.

Figure 4. Visualization of the Additional Dense Layer in the
Neural Network.

The dense layer in our study contributes significantly in
the improvement of the performance of the proposed
model. A dense layer is used so that every neuron
in one layer is connected with each other neuron
in the next layer and the architecture of network
fully connected. In our setup, we added four dense
layers at the end of the network using the inputs
from subsequent layers – weights (W), activation
(a) and bias (b). Precise configuration of the dense
layer proves vital in enhancing the feature extraction
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process hence increases the probability of high accurate
prediction since themodel can easily relate between the
data. Dense layer placement along with the sufficient
repetition has been specifically located to be most
effective for our forecasting models; making it a critical
innovation to this study.

3.7 Workflow of the Proposed Method
First of all, as discussed earlier, we collect dataset at
the point of sale in the pharmaceutical business. At the
next stage, blanks or missing values are removed from
the dataset. Next we extract the features from the data
set. Before analyzing our training dataset using the
remaining 20% of the data, we trained it using a new
deep learning model with extra thick layers on 80% of
the rows in the dataset. Following the assessment, we
choose the most suitable model for making predictions
according to the outcomes.

Figure 5. Proposed workflow of the models.

The Figure 5 depicts the proposed approach of utilizing
deep learning models for retail sales forecasting.
We begin by gathering all of the necessary data,
getting it ready for analysis, and then cleaning it
up. Preprocessing the data is the first step after
data collection since it is crucial for learning models
to ensure improved accuracy. We choose the data
feature. After that, we ran the dataset through the
deep learning models and drew conclusions about the
findings depending on the accuracy and number of
errors.

3.8 Workflow of the Proposed Method
This study used Mean Absolute Error and Root Mean
Square Error as evaluation measures for retail sale
forecasting.

3.8.1 Mean Absolute Error (MAE)
This is a standard deviation for comparing the two sets
of data. The standard deviation is away tomeasure the
error in time series forecasts. In order to summarize
how well the deep learning models performed, this
statistic is used for performance evaluation. We can use
it to check how well the predictions match up with the
real results. Over time, the utter inaccuracy levelled
off. A lower error rate indicates a more accurate model.
The following is the formula for the Mean Absolute

Error:
MAE =

1

n

n∑
i=1

|γi − γ̂i| (1)

where γi represents actual values and γ̂i represents the
forecasted values.

3.8.2 Root Mean Square Error (RMSE)
It is known as the mean square error squared. This is
the sum of all the projected values minus the actual
values. A lower error rate indicates a more accurate
model.

RMSE =

√√√√ 1

n

n∑
i=1

(γi − γ̂i)2 (2)

where γi represents actual values and γ̂i represents the
forecasted values.

4 Results and Discussion
This section provides results of the implemented
approach and their discussion in the following. Before
this, we provide the experimental parameters and their
settings of chose models.

4.1 Experimental Parameters and their Settings
4.1.1 CNN Model
A CNN model combines 256 filters and kernel size
equals 3, which takes 36 input observations from a
three-year dataset. In trained 100 epochs using the
batch size of 100, the model learns the spatial patterns
of the unit sales data effectively. The RMSE of 0.08442
and MAE of 0.36069 tell us that we have well accuracy
in terms of spatial features which is good.

4.1.2 LSTMModel
The LSTM aimed at capturing temporal feature in the
sales data consists of 50 units with difference order
of 12. Consequently, the model that has been trained
up to 100 epochs was able to predict with an RMSE of
0.07331 and the MAE of 0.32517. These results show
that it has advantage over the CNN model in terms
of time-sequence data handling, which makes it fit in
handling the temporal aspect of the sales trends.

4.1.3 CNN-LSTMModel
The proposed model integrates the CNN for spatial
feature extraction with the LSTM for temporal feature
analysis where the CNN’s 64 filters are fused with
LSTM neurons of 100 units. This model was trained
over more than 200 epochs and yielded RMSE of
0.06514 and MAE of 0.29392 it seems that this
combined model performed better than CNN and
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Figure 6. CNN sales forecasting.

LSTM models. This implies that the hybrid model
is best suited to capture both spatial and temporal
patterns, hence making it our best choice of solution
in this forecasting problem.

4.1.4 MLP Model
Based on the MLPmodel with 500 nodes in the hidden
layer, it is more centered on the effective and fully
connected layer. After training for 100 cycles of training
and validations, the created model had an RMSE of
0.11608 and an MAE of 0.52888.

4.2 Convolutional Neural Network (CNN) Results
A convolutional neural network trained on more
than one layer is a perfect method for deep learning.
Applications of this can be anything, from predicting
time series in forecasting to analyzing medical and
satellite images, to detect and predict anomalies.
To predict the sale for the next month, we use a
Convolutional Neural Network (CNN)model over the
data. We ran this Model four times with extra dense
layers to improve the results and lower the inaccuracy.
In order to extract features, we build a CNN
model with four convolutional layers. Using the
rectified linear activation function, each layer has a
customizable number of kernel sizes and filters. The
number of steps is defined by the kernel size and the
number of filters employed to determine the number of
parallel fields onwhich the weighted input is projected
and read. Following the convocational layer, we
additionally employ a max pooling layer to refine the
weighted input feature.
For the purpose of sales forecasting, our CNNmodel
is configured as follows.

• N_input: 36 (3 Years Dataset) this is the number
of observation in order to feed into a model.

• N_filters: 256 the amount of filters that were
incorporated into our model.

• N_kernel: 3 The amount of steps read from each
input sequence.

• N_epochs: 100 This model’s training dataset is
revealed a certain number of times.

• N_batch: 100 made use of the sample size for
every iteration following the weight updates.

Figure 6 shows the actual sale and the yellow line
shows the expected sale for the entire month, as
obtained by the CNN model.

4.3 Long Short-term Memory (LSTM) Results
LSTM is employed in time series and sales forecasting.
In order to make predictions, it keeps track of the
inputs made before. All four layers of the Long
LSTM algorithm communicate with one another. We
create a multi-layer LSTM model with a hidden LSTM
layer that makes use of several hyperparameters.
Additionally, our model incorporates four more dense
layers. For the purpose of sales forecasting, our LSTM
model is configured as follows:

• N_input: 36 (3 Years Dataset) it is the number of
observation for a model to use as input.

• N_filters: 50 Number of LSTM units used in the
hidden layer.

• N_kernel: 100 Number of times make available
the full model training dataset.
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Figure 7. LSTM sales forecasting.

• N_epochs: 100 used the number of samples for
each epoch after updated the weights.

• N_batch: 12 Difference order.
Figure 7 shows us the blue line that represents the
actual sale, while the yellow line reveals the expected
sale, for the entiremonth as obtained by the long LSTM
model.

4.4 Convolutional Neural Network with Long
short-term memory (CNN-LSTM) Results

TheCNN-LSTMarchitecture combines the strengths of
Convolutional Neural Networks for automatic feature
extraction with Long Short-Term Memory networks
for the analysis of sub-sequences in the input data.
Each element serves a specific function: the CNN
is responsible for extracting features, whereas the
LSTM addresses the temporal relationships within the
sub-sequences. Important configurations consist of 36
sub-sequence samples, 12 steps for each sub-sequence,
and the incorporation of four dense layers, all
fine-tuned to improve predictive accuracy. Automatic
feature extraction and learning from raw data is within
the CNN model’s capabilities. Here, we merge the
CNNmodel’s capabilitieswith that of the LSTMmodel,
with the former handling feature extraction and the
latter applying sub-sequences to input data. The CNN
model uses LSTM to read the many sub-sequences
gradually.
Each layer of our model CNN and an LSTM have its
own unique set of parameters and purpose. The LSTM
model makes predictions based on the CNNmodel’s
analysis of the input sub-sequences. In our proposed
hybrid CNN-LSTM model, we have included an extra

set of four dense layers.
For sales forecasting, we utilize the following
configuration in our CNN-LSTM model:
• N_input: 36 (3 Years Dataset) Number of

sub-sequence samples.
• N_steps: 12 (for 1 year) Number of step in each

sub-sequence.
• N_filters: 64 Number of parallel filters used.
• N_kernel: 3 Number of steps that read in each

input sequence.
• N_nodes: 100 Number of LSTM units used in the

hidden layer.
• N_epochs: 200 Number of times make available

the full model training dataset.
• N_batch: 100 used the number of samples for each

epoch after updated the weights.
The number of filters, size of filters, and the number
of layers on CNN as well as the type and parameters
of LSTM layer these choices were informed by prior
studies, prior experience and optimization. The
number of sub-sequences was chosen to be 36 and
the number of steps per sub-sequence was chosen
to be 12 so as to indirectly capture certain temporal
patterns that could exist in the sales data for multiple
years. The number of filters N_filters = 64 and the
size of the kernel, N_kernel = 3 were set with an
intention to enable the CNN to learn features while
not compromise the general computational resource
requirements of the architecture. The LSTM units
(N_nodes = 100) were established to address the
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Figure 8. CNN-LSTM sales forecasting.

temporal dependencies that sequence data comprises
following other LSTM applications in time series
forecasting. We therefore fixed N_epochs as 200 and
N_batch as 100 after testing on the optimal number of
epochs and batch size. These hyperparameters were
optimized in order to-have the minimum RMSE and
MAE, as presented in the output above.

Figure 8 represents the Convolutional Neural Network
with Long Short-Term Memory’s actual and expected
sales for the entire month, with blue line representing
actual sales and the yellow line representing the
forecast sales.

4.5 Multilayer Perceptron (MLP) Results
MLP is a prediction method for time series that
makes use of multiple observations. The output and
input layers that make up an MLP are completely
interconnected. Hidden layers in an MLP might have
the same amount of inputs and outputs as the main
layers. Many applications can benefit from MLPs,
including image processing, machine translation,
speech recognition, and time series forecasting.

We create MLPs with a single hidden layer that
contains a certain amount of nodes. Additional
performance enhancement is achieved by applying
the rectified linear function to the hidden layer. For
continuous value prediction in the output layer, we
employ a linear activation function; similarly, the
input layer contains a number of prior data. For an
algorithmic speed boost, we employ four extra dense
layers.

The following setup is used for sales forecasting in our
MLP model:

Table 4. Evaluation of models using MAE and RMSE
metrics.

Index RMSE MAE

CNN 0.084 0.360
MLP 0.116 0.528
LSTM 0.073 0.325

CNN-LSTM 0.065 0.293

• N_input: 36 (36 Months) Number of input
employed in the model to account for data.

• N_nodes: 500 Number of nodes used in the
hidden layer.

• N_epochs: 100 Number of times make available
the full model training dataset.

• N_batch: 100 after revising the weights utilized
the sample size for every epoch.

Figure 9 represents both the actual and predicted
sales are depicted by the blue and yellow lines,
respectively for the entire month, as obtained by the
Multilayer Perceptron (MLP). This study investigates
various models for predicting sales, including CNN,
LSTM, CNNLSTM and MLP. These models have
shown effectiveness in forecasting sales. In our future
research, we plan to explore the use of predictive
models like Random Forest and XGBoost to strengthen
our results and offer a more comprehensive analysis
of retail sales predictions.

4.6 Comparison of all Models
We run the experiment on the sales dataset using
various deep learning methods. Each model has its
own unique setup, and we add four dense layers to
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Figure 9. MLP sales forecasting.

Figure 10. Comparison of models for sales forecasting.

each of them. For this, we run two tests: such as
MAE and RMSE. After evaluating the performance
of each deep learning model for sales forecasting, we
determined that CNN-LSTM was the most effective
and appropriate model for our retail sales dataset.

Figure 10 shows the comparison of several deep
learning models in this study. Each line above as
given in Figure 9 reflects a different model’s output:
in this case, blue for the actual sale, yellow for the
CNN model, green for the LSTM model, red for the
CNN-LSTM model, and purple for the MLP model.
The CNN-LSTM model emerged victorious in our
evaluation of deep learning options for use in sales
forecasting. Model performance indicators, such as
MAE and RMSE are used for evaluation and their
values are presented in the following Table 4.

Table 4 displays how well the deep learning models
performed when set up with the default parameters
and with minimal tweaking. We can see that
CNN-LSTM, or Convolutional Neural Network with

Long Short-Term Memory, did well on both the
RMSE and MAE metrics as shown in this table.
When compared to models using Convolutional
Neural Networks, Multilayer Perceptron, and Long
Short-Term Memory, CNN-LSTM produces the most
accurate sales forecasts.
Figure 11 and Table 5 represents a variety of
deep learning models’ average absolute and
root-mean-squared mistakes (e.g., CNN, LSTM,
CNN-LSTM, and MLP) produce. This shows that
the CNN-LSTMmodel does a good job of predicting
future sales. This is what the performance evaluation
metrics came up with. Based on our comparisons
with other deep learning algorithms, we found that
CNN-LSTM produced the lowest error rate.

4.7 Comparison with Other Studies
Our study primarily aimed at using deep learning
other in the prediction of sales and established the
model with higher accuracy than previous researches.
Enhancing the forecast accuracy has been made
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Table 5. Comparative analysis with other studies.

Study Model RMSE MAE Key Features and Limitations

[23] LSTM 0.085 0.362 LSTM captures temporal dependencies but lacks feature
extraction capabilities of CNN.

[24]
Multilayer
Perceptron
(MLP)

0.520 0.110 MLP handles non-linear correlations but struggles with
temporal dependencies.

[25] CNN 0.085 0.362 CNN excels at feature extraction but isn’t effective for
sequential data.

Our Study CNN-LSTM
Hybrid 0.06514 0.29392

Combines CNN’s feature extraction and LSTM’s
temporal dependency capturing capabilities, with
additional dense layers improving model performance.

possible through experimenting with the state-of-art
models like CNN, LSTM as well as the fusion of
CNN-LSTM with additional dense layers. As opposed
to the studies of [23–25] that employed the individual
models, the proposed model integrated CNN and
LSTM, and produced superior feature learning and
temporal property learning. This integration helped
our proposed CNN-LSTM hybrid model to yield the
lowest RMSE (0. 06514) and MAE (0. 29392) values
which proved the better accuracy and effectiveness of
the model in sales forecasting.

Figure 11. Comparison of deep learning models.

This table represents the breakthroughs and superior
outcomes of our technique by comparing our findings
with three important researches in the area of sales
forecasting.
The findings of present show that the proposed
CNN-LSTM model improves retail sales forecasting in
Pharmaceutical industry to a large content compared

to other deep learning models. Both CNN and LSTM
as a hybrid model overcome the issue of overfitting
and training errors in the sequential data analysis, and
therefore predicted values are very close to the actual
values. Thus, the proposed CNN-LSTMmodel helps
professionals and decision makes in Pharmaceutical
industry in more accurate sales forecasting, reducing
supply chain cost, capacity building, and improving
happiness of customers.

4.8 A Study Case
As an example of a real-world application of the
proposed hybrid CNN-LSTMmodel, we consider an
actual dataset from a pharmaceutical company, where
daily sales are predicted based on historical data. CNN
is used for feature extraction in this case we extract
features like sales trends and patterns while the LSTM
handles the time series aspect of the data. The model
also detects cycles like daily sales and weekly sales,
then filters out noises that are irregular sales activities.
This paper shows that this hybrid model is more
accurate in forecasting daily sales over a one-year
period than the traditional forecasting methods, with
a significant decrease in the forecasting error rate.
Since the temporal dynamics of sales data differ, the
CNN-LSTMmodelwas able to respond to the temporal
variability and generate accurate sales predictions,
which demonstrated themodel’s flexibility in real-time
sales settings.

5 Conclusion
Our study highlights the critical role of accurate
sales forecasting for effective inventory management,
customer service, and production planning. By
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evaluating various deep learning models, including
CNNs, MLPs, LSTMs, and CNN-LSTMs, this research
found that the CNN-LSTM model delivered the most
precise predictions with the lowest error rates. It is
observed that by combining CNN and LSTM models,
the accuracy of dataset improves, and variance reduces,
due to that predictive ability of the proposed method
improves and vulnerability to overfitting is minimized.
Metrics such as MAE and RMSE are used in this
study. Results of these metrics as (RMSE=0.065, and
MAE=0.293) for CNN-LSTM are better than other
models, namely CNNs, MLPs, and LSTM.
For future works, we recommend focusing on
enhancing model performance through advanced
techniques like data augmentation, attention
mechanisms, and ensemble learning. Integrating
external data sources and automating model updates
will further improve forecasting accuracy and
relevance. Emphasizing scalability, efficiency, and
user-friendliness will ensure that these advanced
forecasting solutions are practical and beneficial for
retail management.
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