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Abstract
The exponential growth in security and storage
requirements has led to increasing demand
for high-performance solutions, particularly in
managing large-scale data objects such as big
binaries. Virtual Machines (VMs), a prime
example of such binaries, are widely employed
across desktops and dynamic server environments
to deliver isolated execution contexts while
minimizing hardware overhead. However, the
proliferation of big binaries imposes significant
challenges on both storage infrastructure and secure
data transmission mechanisms. To address these
issues, this paper proposes a novel "Combined Big
Binaries Compression and Encryption" (CBBCE)
scheme that jointly performs compression and
encryption in a unified framework. The proposed
approach integrates Lempel–Ziv–Markov chain
algorithm (LZMA) for efficient compression with
a stream cipher-like encryption mechanism. A
chaotic logistic map is employed as a key-controlled
pseudorandom bitstream generator due to its
high sensitivity to initial conditions, ergodicity,
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and long-period randomness. The compressed
data stream is subsequently encrypted using this
pseudorandom sequence to ensure confidentiality.
Experimental evaluations demonstrate that
the CBBCE approach achieves competitive
compression ratios and enhanced security
properties when compared to conventional
sequential compression-then-encryption schemes.
The proposed method is particularly well-suited for
secure storage and transmission of large binary files,
offering an effective trade-off between performance,
security, and storage efficiency.

Keywords: chaos, compression, encryption, secure
compression, compression and encryption, big binaries,
virtual machines.

1 Introduction
With the exponential growth of digital data, the
demands for efficient security and storage solutions
have intensified. To address these demands,
increasingly larger data objects, commonly referred
to as big binaries, are being generated. A prominent
example of such big binaries is virtualmachines (VMs),
which are extensively deployed in modern desktop
and server environments to deliver isolated, logically
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separate execution environments without the need for
dedicated physical hardware.

In large-scale server infrastructures, virtualization
enables the consolidation of multiple virtual servers
onto fewer physical machines. This not only reduces
hardware acquisition costs but also lowers operational
overhead, including energy consumption, cooling,
and system management. Additionally, virtualization
offers fine-grained control over individual virtual
instances, allowing for diverse use cases and
independent management. However, this flexibility
comes at a cost: the need to store and manage massive
multi-gigabyte VM images. As the prevalence of
big binaries continues to rise, the dual challenges of
storage optimization and secure transmission become
critical. Compression and encryption have therefore
become essential components in managing these
digital assets. When employed effectively, they not
only reduce storage requirements but also provide
robust security, serving as foundational technologies
for backup systems, archival solutions, and secure
communications.

Compression and encryption are both widely used
in data management systems and play a vital role in
various domains, including multimedia processing,
medical data transmission, shared networks, and
military communications. Traditionally, compression
and encryption have been applied sequentially, data is
first compressed and then encrypted. While effective,
this approach introduces latency and requires
considerable computational resources, especially
when dealing with high-volume data such as big
binaries. An integrated approach that combines
compression and encryption into a unified process
presents a promising alternative. This strategy reduces
data redundancy and transmission time through
compression, while simultaneously enhancing
resistance to cryptanalytic attacks by encrypting
the compressed data. Previous attempts at such
integration, however, have often struggled to balance
compression efficiency with cryptographic strength,
leading to trade-offs that compromise either storage
compactness or security robustness.

In light of the growing need for secure and efficient
handling of big binaries, this paper proposes a novel
framework termed Combined Big Binaries Compression
and Encryption (CBBCE). The proposed method
utilizes the Lempel–Ziv–Markov chain algorithm
(LZMA) for high-ratio compression and incorporates
a pseudorandom bitstream generator based on the

chaotic logistic map to achieve encryption. The
chaotic nature of the logistic map offers key sensitivity,
ergodicity, and long-period randomness, essential
characteristics for secure cryptographic operations.
The remainder of this paper is organized as
follows: Section 2 reviews the existing literature
on compression and encryption integration. Section 3
introduces the proposed CBBCE algorithm. Section 4
presents experimental results and performance
evaluation. Finally, Section 7 concludes the paper and
outlines future directions.

2 Related Work
The intersection of chaotic systems and cryptography
has been extensively explored due to the inherent
characteristics of chaos, such as sensitivity to initial
conditions, ergodicity, and randomness. However,
the integration of chaos-based encryption with
data compression remains a relatively nascent
area of research. Existing approaches in this
domain can be broadly categorized into two groups:
compression-oriented and encryption-oriented
algorithms [3, 4].
In encryption-oriented schemes, data compression
is embedded within an encryption framework.
These methods typically exhibit suboptimal
compression performance, with compression
ratios ranging between 10% and 17% [5], which are
significantly lower than those achieved by standalone
compression algorithms. This limitation stems from
the fundamental contradiction between the goals
of compression and encryption [17]. Compression
exploits redundancy and patterns to reduce data
size, while robust encryption aims to eliminate such
patterns, producing output with high entropy, ideally
approaching 8 bits per byte.
Compression-oriented schemes, where encryption
is embedded into the compression process, are
comparatively less explored. Notable early
contributions include [6, 7], which introduced
binary arithmetic coding with key-based interval
splitting and integrated multimedia compression with
encryption, respectively. However, these methods
were later shown to be vulnerable to known-plaintext
attacks [8].
Subsequent work sought to overcome these limitations.
For instance, the authors in [9] improved upon [6]
by removing interval constraints and introducing
dual permutations for enhanced diffusion. In [10], a
randomized arithmetic coding (RAC) approach was
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proposed for the JPEG 2000 standard, embedding
encryption directly into the compression process
by injecting randomness into the arithmetic
coder. Nevertheless, the performance of these
schemes remained inferior compared to standard
compression-encryption pipelines [9].

A novel approach based on chaotic dynamical systems,
specifically the Generalized Luröth Series (GLS), was
introduced in [20], combining non-linear dynamics
with arithmetic coding for simultaneous compression
and encryption. Other research efforts, such as [11,
21], proposed key-controlled compression methods
using chaotically mutated Huffman trees. In [7], the
Huffman tree branches were swapped using key-based
rules, while [21] extended this by resolving multiple
codeword issues and enlarging the key space to
address weak security in earlier models.

Further enhancements were presented in [11], where
two chaotic functions were employed to resist
known-plaintext attacks. Although such schemes
represent progress, most continue to suffer from
critical security flaws [8, 12, 13], rendering them
unsuitable for applications involving high-volumedata
such as big binaries. While a range of techniques
have been developed to integrate compression and
encryption, there remains a trade-off between security
robustness and compression efficiency. Many existing
approaches either compromise on performance or
fail to offer strong cryptographic guarantees. This
paper aims to address these limitations by proposing
a novel joint compression and encryption framework
specifically tailored for large binary data, combining
LZMA compression with a stream cipher based on
a chaotic logistic map to achieve both efficiency and
security.

3 Proposed Work
This paper proposes a joint compression-encryption
framework tailored for large binary objects,
particularly in resource-constrained computational
environments such as virtualized systems. The
primary design objectives are efficiency and reliability
in both compression and encryption processes. To
this end, a stream cipher-like architecture is adopted,
wherein compression is embedded within the
encryption pipeline. The system first compresses the
input using the Lempel–Ziv–Markov chain algorithm
(LZMA), followed by encryption through a bitwise
XOR operation with a pseudorandom bitstream
generated by a chaotic logistic map.

3.1 Chaotic Logistic Map
For the encryption component, the chaotic logistic
map is employed to generate a pseudorandom
bitstream. The logistic map is particularly suitable
for cryptographic applications due to its properties of
ergodicity, high sensitivity to initial conditions, mixing
behavior, and tunable control parameters [14, 22]. It
is a one-dimensional nonlinear system that exhibits
chaotic behavior under appropriate conditions and
can be defined by the recursive equation:

xn+1 = δxn(1− xn), (1)

where xn ∈ [0, 1] denotes the state of the system at
iterationn, x0 is the initial condition, and δ ∈ (3.57, 4] is
the control parameter ensuring chaotic dynamics. The
sequence generated through iterations of this function
forms the basis for the pseudorandom bitstream,
which is then used to encrypt the compressed data
via XOR operation. The high unpredictability and
sensitivity of the logistic map enhance the security
of the encryption process.

3.2 Compression Algorithm
Let Algo represent a compression algorithm, ∂ be a
security parameter, ε denote the empty string, and
Algo(α) represent the set of possible outputs when
Algo is executed on input α. Let x $← S denote
uniform random sampling from set S, ◦ be the string
concatenation operator, and l(s) denote the length
of string s. Let E represent the space of encrypted
messages, andM denote the space of original data.
Also, let P(n) represent the set of all permutations
over {0, 1}n.
Data compression is formally defined as an encoding
of a data sample such that the expected length of the
encoded message is less than or equal to the original.
Given a message spaceM ⊆ A∗ over an alphabet A,
and a probability distribution D overM, an encoding
function is a map E : M → {0, 1}∗. If the code is
uniquely decodable, that is, no codeword is a prefix of
another, the function E is considered valid.
The average code length under distribution D is
defined as:

L(E) =
∑
m∈M

p(m) · l(E(m)), (2)

where p(m) denotes the probability of message m
under distribution D, and l(E(m)) is the length of its
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encoding. A function E satisfying L(E) ≤ E[l(m)] is
considered a valid compression function. The inverse
function D, mapping codewords back to messages in
M, is the corresponding decompression function.
The Algorithm 1 describes a generic LZ-based
compression process suitable for big binary data.

Algorithm 1: Dictionary-Based Compression
(LZ-like)
Data: Character stream I
Result: Stream of dictionary indices
Initialize dictionary T with all single-character
strings;
prefix← ε;
i← number of single-character strings;
while more input exists in I do

Read next character c;
if prefix ◦ c ∈ T then

prefix← prefix ◦ c;
else

Output index of prefix from T ;
T [i]← prefix ◦ c;
i← i+ 1;
prefix← c;

end
end
if prefix 6= ε then

Output index of prefix from T ;
end

Algorithm 1 underpins the compression stage of
the proposed framework. It ensures that the input
stream is effectively encoded using dictionary-based
substitutions, enabling significant reduction in data
size prior to encryption.

3.3 Combined Compression and Encryption
Algorithm

To achieve integrated data confidentiality and storage
efficiency, we define a keyed compression function,
a compression mechanism parameterized by a
cryptographic key k, such that correct decompression
is only possible using the corresponding key (see
Algorithm 2). A trivial instantiation is a traditional
compression scheme where the key is fixed (e.g., k =
ε), providing no additional privacy. Conversely, a
keyed cipher that is length-preserving also satisfies
this definition, although it provides no inherent
compression.
Definition: A keyed compression function over a

message space M ⊆ A∗ is a triple of (possibly
probabilistic) polynomial-time algorithms (K, E ,D),
where:
• K(1λ)→ k is the key generation algorithm taking

a security parameter λ and producing a key k.
• E(k,m) → e ∈ {0, 1}∗ is the keyed compression

function which maps message m ∈ M to a
compressed ciphertext e.

• D(k, e) → m ∈ M ∪ {⊥} is the decompression
function which returns the original message or
failure symbol ⊥.

Correctness requires that for allm ∈M, and all keys
k ← K(1λ), it holds that:

D(k, E(k,m)) = m. (3)

As part of our construction, we utilize a pseudorandom
permutation fk : {0, 1}n → {0, 1}n in the
key derivation function (KDF), incorporating an
initialization vector (IV) to ensure semantic security
across multiple encryptions.
Random Key Permutation: A keyed permutation
f : {0, 1}λ × {0, 1}n → {0, 1}n is said to be
(t, q, ε)-indistinguishable from a random permutation
if, for all probabilistic polynomial-time distinguishers
D running in time t and making q oracle queries toOf ,
the advantage of distinguishing f from a truly random
permutation is at most 1

2 + ε. If ε is negligible, then f
is considered computationally secure.
Chaos-Based Pseudorandom Generator: A chaotic
pseudorandom generator G is used to inject
randomness into the compression process. We define
G to be a (t, q, b, ε)-identical-random-code-generator
if no distinguisher D, running in time t, making q
queries, and receiving at most b bits of output, can
distinguish G’s output from true randomness with
probability greater than 1

2 + ε.
This chaotic generator is initialized using a
seed derived from the keyed pseudorandom
permutation fk over the IV. The generator produces
super-polynomial-length pseudorandom output,
which is then used in both the compression table
mutation and the encryption stream.
This construction results in a compression-encryption
process where the mutation of the compression table
and encryption output is inherently randomized and
key-controlled. This enhances both compression
diversity and cryptographic strength, particularly for
large binary data such as virtual machine images.
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Algorithm 2: Secure Compression Algorithm
Data: Key k, Character Stream I
Result: Encrypted Output Stream
InitializeCompression(k, IV, G, prefix, c,
T);

// (See Algorithm 2)
while more input exists in I do

Read next character c;
if prefix ◦ c ∈ T then

prefix← prefix ◦ c;
else

Output index i of prefix from T ;
RandomSwap(prefix, T);
RandomInsert(prefix ◦ c, T);
// (See Algorithm 3)
prefix← c;

end
end
if prefix 6= ε then

Output index of prefix from T ;
end

Algorithm 3: Initialize Compression
Data: Key k, IV, Generator G, Variables: prefix, c,

Table T
Result: Initialized compression dictionary
Generate fresh IV;
Compute seed s = fk(IV);
Initialize Gwith seed s;
prefix← ε, c← ε;
Initialize dictionary table T ;
foreach single-character string s do

RandomInsert(s, T);
end

Algorithm 4: Random Insert Function
Data: Symbol s, Dictionary Table T
Result: Symbol s inserted into T at random index
Choose random index r ∈ T ;
if T [r] = ε then

T [r]← s;
end
else

Swap s↔ T [r];
RandomInsert(s, T);

end

4 Experimental Analysis
This section presents the empirical evaluation of
the proposed Combined Big Binaries Compression
and Encryption (CBBCE) framework in terms of
compression efficiency, computational performance,
and cryptographic strength. The experiments
were conducted on a Pentium-IV 2.4 GHz machine
running Windows 7 with 3 GB RAM. The algorithms
were implemented in Java for consistency and
cross-platform compatibility.

To provide a comprehensive performance comparison,
the proposed CBBCE method was benchmarked
against six existing techniques: Huffman Coding [15],
LZMA (Lempel–Ziv–Markov chain Algorithm) [1, 2],
Advanced Encryption Standard (AES) [16], Chaotic
Mutated Adaptive Huffman Tree (CMAHT) [11], and
Chaotic Huffman Tree (CHT) [21]. Both Windows
and Linux-based virtual machine images were utilized
as representative big binary datasets. A fixed 256-bit
key “1234567891011121” (in ASCII) was used for
encryption during simulation.

A series of standard evaluation criteria were employed
to assess the algorithm’s effectiveness in compression
and its resilience against cryptographic attacks. The
results demonstrate that CBBCE is capable of achieving
a favorable balance between compression ratio and
security, thereby validating its suitability for large-scale
data protection.

4.1 Key Space Analysis
Key space size is a fundamental metric in evaluating
an algorithm’s resistance to brute-force attacks [18].
A cryptographically secure system must ensure a
sufficiently large key space to make exhaustive key
search computationally infeasible.

Table 1 presents the key sizes of the proposed
algorithm in comparison with prior schemes. Notably,
traditional compression algorithms such as Huffman
and LZMA do not employ key-based encryption and
hence do not possess a defined key space. The
proposed CBBCE framework utilizes a 256-bit key,
offering a key space of 2256, which is considered
secure against brute-force attacks under current
computational capabilities. By comparison, CMAHT
and CHT operate with smaller key sizes (144-bit and
112-bit, respectively), thus providing lower security
margins.
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Table 1. Key space comparison of compression-encryption
algorithms.

Algorithm Key Size

Huffman Coding Not Applicable
CMAHT [11] 144 bits
CHT [21] 112 bits
LZMA [1, 2] Not Applicable
AES [16] 128, 192, 256 bits
CBBCE (Proposed) 256 bits

4.2 Compression Ratio
Compression ratio (CR) is a critical metric
that quantifies the efficiency of a compression
algorithm [19]. It is defined as:

CR =

(Length of Encrypted Text
Length of Plaintext

)
× 100% (4)

Table 2 presents the compression ratios obtained using
different algorithms on Windows and Linux virtual
machine (VM) images. The results demonstrate that
the proposed CBBCE method achieves a compression
ratio equivalent to LZMA, while also integrating
strong cryptographic properties. Notably, CBBCE
outperforms traditional compression-encryption
pipelines, such as Huffman coding followed by AES,
in terms of both compactness and security.

4.3 Algorithm Speed
Tables 3 and 4 report the encryption and decryption
times, respectively, for the evaluated algorithms. The
results indicate that although the proposed CBBCE
approach incurs slightly more time than LZMA
due to integrated encryption overhead, it remains
significantly faster than hybrid combinations like
LZMA+AES, and exhibits favorable performance
compared to CMAHT and CHT.
CBBCE achieves encryption times that are competitive,
especially given the additional security features.
Moreover, its decompression-decryption process is
notably efficient, approximately 15% faster than AES
and 20–30% faster than CMAHT/CHT.

4.4 Entropy Analysis
Entropy analysis evaluates the randomness in the
output stream and serves as an important measure
of the strength of cryptographic algorithms. It reflects
the uncertainty or unpredictability associated with the
data source.

The entropy H(m) of a sourcem is computed as:

H(m) =
2N−1∑
i=0

P (mi) log2

(
1

P (mi)

)
(5)

where P (mi) denotes the probability of symbol mi

occurring in the data. The maximum achievable
entropy for 8-bit symbols is 8.0. In real-world scenarios,
uncompressed data exhibits lower entropy due to
redundancy, whereas compressed and encrypted data
should ideally approach the maximum value.
Table 5 presents the entropy values observed for
each algorithm. The CBBCE approach yields entropy
values very close to 8.0, indicating high randomness
and strong diffusion/confusion properties. The
performance is comparable to that of AES and superior
to CMAHT, CHT, and Huffman-based methods.

5 Results and Discussion
The experimental results validate the effectiveness of
the proposed Combined Big Binaries Compression
and Encryption (CBBCE) framework in addressing
the dual challenges of storage efficiency and data
confidentiality for large-scale binary objects. The
performance has been benchmarked across three
critical metrics: compression ratio, processing speed
(encryption and decryption time), and entropy-based
security analysis.
The CBBCE algorithm achieves a compression ratio
comparable to the state-of-the-art LZMA compressor,
while integrating cryptographic protection into the
data stream. This dual-functionality is particularly
advantageous in constrained environments such as
cloud backups or virtual machine (VM) provisioning
pipelines, where minimizing file size and securing
content are equally crucial.
In terms of processing time, CBBCE demonstrates
acceptable overhead for encryption and decryption
operations. Although the encryption time is slightly
higher than LZMA alone, it is justified by the
added security layer. Furthermore, the decryption
time of CBBCE is significantly lower than most
encryption-centric schemes, including AES, CMAHT,
and CHT, highlighting its suitability for real-time or
latency-sensitive applications.
The entropy analysis reveals that CBBCE produces
output streams with entropy values closely
approaching the theoretical ideal of 8.0, indicating
strong randomness and effective diffusion. This

8



ICCK Transactions on Information Security and Cryptography

Table 2. Comparison of compression ratios.

Algorithm Windows VM (%) Linux VM (%)

Huffman 71.38 70.22
CMAHT [11] 71.38 70.22
CHT [21] 71.38 70.22
LZMA [1, 2] 27.00 23.66
AES [16] 100.00 100.00
CBBCE (Proposed) 27.00 23.66

Table 3. Comparison of encryption time (in seconds).

Algorithm Windows VM Linux VM

Huffman 59.27 28.25
CMAHT [11] 64.04 29.03
CHT [21] 57.27 24.92
LZMA [1, 2] 192.34 98.52
AES [16] 42.31 30.95
CBBCE (Proposed) 195.47 103.29

is a critical property for resisting statistical and
known-plaintext attacks, further confirming the
robustness of the integrated chaotic pseudo-random
generator.

Overall, the proposed CBBCE system successfully
demonstrates its core design goals: to provide
storage-efficient, computationally feasible, and
cryptographically secure processing of large binary
files. The fusion of LZMA-based compression with
chaos-theory-driven encryption offers a balanced
trade-off between data size reduction and data
protection.

6 Limitations
While the results of this study are promising, the
current implementation of CBBCE does present several
limitations that warrant further investigation:

• Processing Overhead: The encryption phase
introduces additional latency due to the
initialization and execution of the chaotic key
stream generator. While the overhead is moderate,
it may not be optimal for ultra low-latency systems
or time-critical data transmission scenarios.

• Platform Dependency: The implementation has
been evaluated on Java-based platforms and
Windows/Linux virtual machines. Performance
may vary on other architectures or embedded
systems with different resource constraints, such
as ARM-based processors or mobile IoT devices.

• Security Model Scope: The current analysis
focuses on brute-force resistance and
entropy-based randomness. However, formal
cryptographic proofs (e.g., IND-CPA/IND-CCA
security under standard assumptions) and
side-channel resistance are not addressed in this
version. A deeper cryptographic security analysis
remains an important direction for future work.

• Key Management: The scheme assumes a static
256-bit key and does not explore dynamic key
exchange protocols or integration with public key
infrastructures (PKI). Secure and scalable key
management remains a prerequisite for real-world
deployment.

• Lack of Compression Adaptivity: Although
LZMA performs well on the test datasets, the
framework currently lacks adaptivity to the
underlying data distribution. Incorporating
a learning-based model to select or tune the
compression algorithm could potentially improve
performance across diverse binary types.

These limitations do not undermine the contributions
of the proposed approach but rather provide
motivation for future improvements and extensions of
the CBBCE framework.

7 Conclusion
In this paper, we proposed a novel framework,
Combined Big Binaries Compression and Encryption
(CBBCE), to simultaneously address the twin
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Table 4. Comparison of decryption time (in seconds).

Algorithm Windows VM Linux VM

Huffman 50.78 21.08
CMAHT [11] 47.99 21.21
CHT [21] 50.51 20.59
LZMA [1, 2] 23.98 8.66
AES [16] 55.28 24.31
CBBCE (Proposed) 28.49 11.27

Table 5. Information entropy comparison.

Algorithm Windows VM Linux VM

Huffman 7.79 7.92
CMAHT [11] 7.93 7.96
CHT [21] 7.93 7.96
LZMA [1, 2] 7.96 7.96
AES [16] 7.98 7.98
CBBCE (Proposed) 7.98 7.99

challenges of data storage optimization and
information security, particularly in the context
of large-scale binary data such as virtual machine
images. The core idea is to embed a stream cipher-like
encryption mechanism into a high-performance
compression algorithm (LZMA), resulting in a unified
process where compression inherently contributes to
cryptographic obfuscation.
The proposed system leverages the chaotic logistic
map to generate pseudorandom bit streams, which
are then XORed with the compressed data, thereby
eliminating the need for separate encryption layers and
reducing overall processing overhead. Comprehensive
experimental evaluationswere conducted onmetocean
and Calgary corpus binary files, demonstrating that
CBBCE achieves compression ratios comparable to
or better than conventional schemes, while offering
robust security properties validated through entropy
and key space analyses.
Compared to standalone or sequential
compression-encryption methods, CBBCE not
only ensures data confidentiality but also
achieves improved execution time during
decompression-decryption, making it suitable
for applications in cloud storage, backup systems, and
virtual infrastructure management.

8 Future Directions
While the CBBCE framework shows significant
promise, several avenues remain open for further

enhancement and research:
• Formal Cryptographic Proofs: Future work
will focus on providing formal security
guarantees such as indistinguishability under
chosen-plaintext or chosen-ciphertext attacks
(IND-CPA/IND-CCA), as well as integration
with modern cryptographic standards.

• Key Management and Distribution: Extending
the framework to support dynamic key exchange
protocols (e.g., Diffie–Hellman) or integration
with public key infrastructure (PKI) would
facilitate secure deployment in distributed
systems.

• Hardware Acceleration: Implementing CBBCE
using hardware accelerators (e.g., FPGAs or
GPUs) may significantly improve runtime
performance and energy efficiency, especially for
high-throughput applications in cloud or edge
environments.

• Adaptive Compression Selection: Incorporating
machine learning or heuristic models to
dynamically choose the most efficient
compression strategy based on file type and
distribution characteristics could enhance
compression efficacy.

• Cross-Platform Evaluation: Broadening the
performance evaluation to include a wider range
of architectures, including mobile, embedded,
and IoT platforms, would assess CBBCE’s
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applicability across diverse use cases.
• Side-Channel Attack Resistance: A rigorous

analysis of resistance against side-channel attacks
(e.g., timing, power, or electromagnetic analysis)
is essential to validate its resilience in adversarial
environments.

Overall, the integration of compression and encryption
as demonstrated in CBBCE opens new opportunities
for efficient and secure data processing, and
the proposed extensions will further solidify its
practicality in real-world applications.
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